


• Consider now the effect of the matched filter on the 
sufficient statistics :

• Recall that we have

where

with

matched	
filter

/

if 0 if 1

/ , /

2
	



Let’s calculate first:
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• Remark: The Euclidean distance ∆ 1,0 measures how “far” , and 
, are from each other.
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• Remark: ∆ 1,0 ∆ 0,1

• Remark: The squared Euclidean distance can be expressed in terms of 
the energies and and in terms of the correlation coefficient:

• In fact:
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Ex.: With the waveforms of the previous example, we have:
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• Using similar calculations, we get

	

	



Effective SNR:
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To summarize:



In the special case in which , , , we have:
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• We have seen that the filter matched to , for 0,1 can be 
implemented as a correlator

• Since the matched filter is
and

we have that the structure “matched filter + + sampler”

is equivalent to the “correlator + implementation:
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Bank of correlators implementation: 
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• Remark: The correlator + Re implementation is often more 
convenient, especially for digital signal processing



• Note that

is equivalent to

,
∗

,
∗

correlator with , correlator with ,



which is in turn equivalent to the rule
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• The optimal demodulator can then also be expressed in terms of likelihood 
metrics as
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• Remark: This last implementation of the optimal filter will be convenient
for the generalization to the transmission of more than one bit.



• Ex.: Given the waveforms , , , specified below, calculate the 
impulse response of the matched filter.
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To calculate ,
∗

,
∗ , let us first evaluate                   
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∗ , which is known as the effective signal:

Now, by flipping around the y-axis and delaying by , we get:
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Effective signal: Matched filter:

• For additional examples, see pp. 13.20 – 13.21




