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Aperiodic Complementary Sets of Sequences-Based
MIMO Frequency Selective Channel Estimation
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Abstract— Accurate estimation of MIMO frequency selective
fading channels is important for reliable communication. In
this letter, a new channel estimator which relies on aperiodic
complementary sets of sequences is proposed. Theoretical analysis
and Monte-Carlo simulation have shown that it achieves the
minimum possible Cramér-Rao lower bound. A low-complexity
hardware implementation of the estimator is also provided.

Index Terms— MIMO Channels, Aperiodic Complementary
Sets of Sequences, Channel Estimation, Frequency Selective
Fading.

I. I NTRODUCTION

CHANNEL state information is required for coherent
detection at the receiver, which gives rise to the need

for accurate channel estimation. Training-based channel esti-
mation is widely used in most existing communication systems
because it offers less complexity and better performance,
compared to the blind approach. Among various training
sequences in literatures, the complementary pair [1] has a
special place in single-input single-output channel estimation
[2][3]. In this letter, we propose to use aperiodic comple-
mentary sets of sequences [4] for multiple-input multiple-
output (MIMO) frequency selective channel estimation, dueto
their low complexity and capability to achieve the minimum
possible Craḿer-Rao lower bound (CRLB).

Notation: ·T is the matrix transpose,·−1 is the matrix
inverse, ‖ · ‖F represents the Frobenius norm,E[·] is the
mathematical expectation,· is the sample average,Im denotes
the m ×m identity matrix,0m×n is the m × n zero matrix,
∝ means proportional to,̂x is the estimator ofx, t∈ [m,n]
implies t is an integer such thatm 6 t 6 n, [·]i,j , i, j > 0
is the {i, j}th entry of a matrix, tr[·] is the trace of a matrix,
NT andNR are the numbers of transmit and receive antennas,
respectively, andNx is the length of each training sequence.

II. D EFINITION AND CONSTRUCTION OFAPERIODIC

COMPLEMENTARY SETS OFSEQUENCES

Let ai = [ai,0, ai,1, · · · , ai,(N−1)] be a sequence of±1’s,
and rai,ai

(k) =
∑N−1−|k|

n=0 ai,nai,(n+|k|), |k| ∈ [0, N − 1],
is the aperiodic autocorrelation of the sequenceai [4]. A
set of p sequences{ai}p−1

i=0 is complementary if and only
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if
∑p−1

i=0 rai,ai
(k) = 0, k 6= 0. In this letter, only se-

quences with the equal lengthN are considered, there-
fore,

∑p−1
i=0 rai,ai

(0) = pN . If another set ofp sequences
{bi}p−1

i=0 is complementary and
∑p−1

i=0 rai,bi
(k) = 0,∀k,

whererai,bi
(k) =

∑N−1−k

n=0 ai,nbi,(n+k), k ∈ [0, N − 1] and
rai,bi

(k) = rbi,ai
(−k), k ∈ [−N + 1,−1], then{bi}p−1

i=0 is a
mate of{ai}p−1

i=0 . More details can be found in [4].
A collection of aperiodic complementary sets of sequences

{ai}p−1
i=0 , {bi}p−1

i=0 , · · · , {zi}p−1
i=0 aremutually uncorrelated if

every two aperiodic complementary sets of sequences in the
collection are mates of each other.

In this letter, we takep = 2. The aperiodic complementary
sequence pair{a0,a1} with N = 2M ,M > 1, can be
constructed by the following recursive method [5]

a
(m)
0,k = a

(m−1)
0,k + a

(m−1)

1,(k−2M−m)

a
(m)
1,k = a

(m−1)
0,k − a

(m−1)

1,(k−2M−m)

, m ∈ [1,M ], (1)

with a
(0)
0,k = a

(0)
1,k = δk, where δ0 = 1, δk = 0, k 6= 0.

After M iterations, we obtain a pair of aperiodic comple-
mentary sequencesa0 = [a0,0, a0,1, · · · , a0,N−1] and a1 =
[a1,0, a1,1, · · · , a1,N−1], each of lengthN .

Based on property 3) in [1],a0 and←−a1 are also comple-
mentary, where

←−
b is the reverse of the sequenceb, i.e.,←−

b k = bN−1−k, k∈ [0, N−1]. Moreover, according to Theorem
11 in [4], if {a,b} is a complementary set of two sequences
of lengthN , then{←−b ,−←−a } is its mate. So,{a1,−←−a0} is the
mate of{a0,

←−a1}, and vice versa.

III. SYSTEM AND CHANNEL MODELS

We consider the block fading model for frequency selective
MIMO channels, where the channel response is fixed within
one block and changes from one block to another, randomly.
This is a suitable model for indoor MIMO channels due to the
low mobility [6]. In what follows, we consider anL + 1 tap
channel impulse response (CIR) with the tap indexl∈[0, L],
the transmit antenna indexnt∈ [1, NT ], the receive antenna
index nr∈[1, NR], the training symbol indexn∈[0, Nx−1],
and the signal index at the receiverk∈[0, Nx+L−1].

Let H = [H0 H1 · · · HL] be the CIR matrix of the MIMO
frequency selective channel, where

Hl =




h1,1(l) · · · h1,NT

(l)
...

. . .
...

hNR,1(l) · · · hNR,NT
(l)



 , (2)

in which hnr,nt
(l) is the lth tap of the CIR between thenth

r

receive antenna and thenth
t transmit antenna. Using matrix
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notation, the signals received byNR antennas, corresponding
to the training symbols transmitted fromNT antennas, can be
written as

Y =
√

ρ/NT HX + E, (3)

where the training matrixX, whose dimension isNT (L+1)×
(Nx + L), is defined by

X=





x(0) x(1) · · · x(Nx−1)0NT×1 · · · 0NT×1

0NT×1
. . .

.. .
.. .

.. .
.. .

...
...

. . .
.. .

.. .
.. .

.. . 0NT×1

0NT×1 · · · 0NT×1 x(0) x(1) · · · x(Nx−1)




, (4)

in which x(n) = [x1(n), x2(n), · · · , xNT
(n)]T . Note that

Y = [y(0),y(1), · · · ,y(Nx + L − 1)], where y(k) =
[y1(k), y2(k), · · · , yNR

(k)]T . The noise matrix is defined as
E = [e(0), e(1), · · · , e(Nx + L − 1)], where e(k) =
[e1(k), e2(k), · · · , eNR

(k)]T .
Clearly xnt

(n) is the training symbol transmitted from the
nth

t transmit antenna at timen, ynr
(k) is the signal received by

the nth
r receive antenna at timek, polluted by the zero-mean

and unit variance additive complex Gaussian noise component
enr

(k), and ρ is the expected received signal-to-noise ratio
(SNR) at each receive antenna. Each subchannel is normalized
to have unit power, i.e.,

∑L

l=0 E[|hnr,nt
(l)|2] = 1,∀nr, nt.

IV. CONSTRUCTION OFOPTIMAL TRAINING SEQUENCES

When the elements ofE in (3) are uncorrelated (spatio-
temporal white noise) and Gaussian, andH is considered as an
unknown deterministic matrix, then the maximum likelihood
estimator (MLE) ofH is the same as the least square estimator
(LSE), given by [7]

Ĥ =
√

NT /ρYXT (XXT )−1. (5)

This estimator achieves the CRLB, therefore is efficient, and
the total mean square error (MSE) isE

[
‖Ĥ−H‖2F

]
=

NT NR

ρ
tr
[(

XXT
)−1
]
. In order to achieve the minimum possi-

ble total MSE under the training power constraint, the training
sequences should satisfy the conditionXXT ∝ I [7][8].
To satisfy this condition, the training sequence from each
antenna has to be orthogonal not only to its temporal shifts
within L taps, but also to the training sequences from other
antennas and their shifts withinL taps. SinceX has a block-
Toeplitz structure, it is hard to find such training sequences
[7]1. However, we can construct two training matrices such
that X1X

T
1 + X2X

T
2 ∝ I, by using aperiodic complementary

sets of sequences of Sec. II, where the indices[·]1 and [·]2
correspond to the preamble and postamble parts of the two-
sided training configuration, respectively, as shown in Fig. 1.
The frame structure is the same for all Tx antennas. The “Gap”

1The ZCZ sequences [9], mentioned by one reviewer, are developed based
on periodic correlations, which are not the focus of this letter.

GapPreamble xnt,1 Postamble xnt,2GapDataTxnt

Fig. 1. Frame structure fornth
t transmit antenna in a MIMO system.

TABLE I

ASSIGNMENT OFTRAINING SYMBOLS TO TRANSMIT ANTENNAS

Tx xnt,1 xnt,2

1 u v
′

2 v −u
′

3 uΠ
L+1

v
′
Π

L+1

4 vΠ
L+1 −u

′
Π

L+1

...
...

...

NT − 1 uΠ
q

v
′
Π

q

NT vΠ
q −u

′
Π

q

of L 0’s is required to separate the training and data symbols.
In addition,L 0’s are needed between two consecutive frames
to avoid the inter-frame interference.

If NT is odd, we can add onevirtual antenna to make it
even. So, in what follows, we assumeNT is even, without
loss of generality. Let{a0,a1} be a pair of complementary
sequences generated by (1). Note that the complementary
property will not change if we append some 0’s to the
beginning or end or both sides of the complementary pair.
We define four row vector of lengthNx asu = [a0,o], v =
[a1,o], u′ =

[←−a0,o
]
, andv′ =

[←−a1,o
]
, whereo = 01×q and

q =
(

NT

2 − 1
)
(L + 1). Note thata0 anda1 are generated by

(1), therefore,Nx = N +q. Based on the properties discussed
in Sec. II,{u,v′} and{v,−u′} are mutually uncorrelated.

The training symbol assignment is given in Table I, where
xnt,1 and xnt,2 are shown in Fig. 1,Π is the forward shift
permutation matrix of orderNx [10, p. 27], andxΠp shifts
the sequencex cyclically to the right byp elements.

When using both preamble and postamble symbols, (3) can
be written as

[Y1 Y2] =
√

γ/NT H[X1 X2] + [E1 E2], (6)

whereγ is set to Nx

N
ρ, as a compensation for insertingq 0’s

into the original±1 complementary sequences, to keep the
SNR at each receive antenna equal toρ. Based on (5) and the
independence ofE1 andE2, the LSE ofH is given by

Ĥ=

√
NT

γ

(
2∑

t=1

YtX
T
t

)(
2∑

t=1

XtX
T
t

)−1

. (7)

According to (4) and Table I, it is easy to show thatX1X
T
1 +

X2X
T
2 = 2NINT (L+1). This demonstrates the optimality of

our design and simplifies (7) to

Ĥ =

√
NT

2N
√

γ

2∑

t=1

YtX
T
t . (8)

V. FAST IMPLEMENTATION OF THE CHANNEL ESTIMATOR

Let us define a2× NT (L+1)
2 matrix nr

H that includes the
CIR of all the subchannels betweenNT transmit antennas and
the nth

r receive antenna, as follows

nr
H =

[
1
nr
H 2

nr
H · · ·

NT
2

nr H

]
, (9)
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Fig. 2. The fast estimator on thenth
r receive antenna.

where s
nr
H=
[

hnr,2s−1(0) hnr,2s−1(1) ··· hnr,2s−1(L)

hnr,2s(0) hnr,2s(1) ··· hnr,2s(L)

]
, s∈ [1, NT

2 ].
Based on (8) and (9), we can write the estimator fornr

H as

nr
Ĥ =

√
NT

2N
√

γ

2∑

t=1

StYnr,t, (10)

where the two2 × N matricesS1 andS2 are given by[ a0

a1
]

and
[
←−
a1

−←−a0

]
, respectively, andYnr,t, t∈ [1, 2] is the following

Hankel matrix

Ynr,t =





ynr,t(0) ynr,t(1) · · · ynr,t(Nx+L−N)

ynr,t(1)
. . .

. . . ynr,t(Nx+L−N+1)
...

. . .
. . .

...
ynr,t(N−1) ynr,t(N) · · · ynr,t(Nx+L−1)




,

whereynr,1(k) and ynr,2(k) are the signals received by the
nth

r receive antenna at timek, and correspond to the preamble
and postamble, respectively. According to (10), clearly the
structure of the estimator is identical for all the receive
antennas, so we focus on thenth

r antenna in the sequel.
Based on the definitions ofS1 and Ynr,t, we see

[S1Ynr,1]i,j =
∑N−1

n=0 ai,nynr,1(n+ j), j ∈ [0, NT (L+1)
2 − 1],

i ∈ [0, 1]. By defining the new indexw = N − 1 − n, we
have[S1Ynr,1]i,j =

∑N−1
w=0
←−ai,wynr,1(N − 1+ j−w), where

←−ai,w = ai,N−1−w, w ∈ [0, N−1]. So the elements ofS1Ynr,1

in (10) are the convolution ofynr,1 with ←−a0 and←−a1, where
ynr,t = [ynr,t(0), ynr,t(1), · · · , ynr,t(Nx+L−1)], t ∈ [1, 2].
Therefore, we can feed the received vectorynr,1 into a finite
impulse response (FIR) filter bank (consisting of two FIR
filters), with impulse responses←−a0 and←−a1, to calculate the
1st and 2nd rows of S1Ynr,1, respectively. With the same
reasoning,S2Ynr,2 can be computed by feedingynr,2 into
an FIR filter bank whose impulse responses area1 and−a0.

Based on the above explanation, the elements ofS1Ynr,1

and S2Ynr,2 can be obtained by four FIR filters. The con-
ventional implementation of each filter needsN − 1 complex
adders. In what follows, we introduce a less complex hard-
ware implementation, by utilizing the special structure ofour
proposed training sequences.

In order to convolve the inputsynr,1 and ynr,2 with
{←−a0,
←−a1} and {a1,−a0} to obtain the elements ofS1Ynr,1

and S2Ynr,2 in (10), respectively, we propose to use the
efficient Golay correlator (EGC) [11, Fig. 2] and the fast Golay
correlator (FGC) [5, Fig. 1]. The efficient hardware scheme to
implement (10) is shown in Fig. 2, where “

⊕
” is the complex

adder, “
⊗

” is the multiplier with one complex input and one
real input, “z−D” is the delay unit of lengthD, the “Extractor”
discards the first and the lastN−1 elements and keeps the
middle part, andnr

ĥt is the tth row of nr
Ĥ, t = 1, 2. If one
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Fig. 3. The normalized total MSE of the proposed channel estimator and
the minimum CRLB.

virtual antenna is added to makeNT even, the lastL + 1
values in nr

ĥ2 should be discarded, as they do not contain
useful information.

Regarding the hardware complexity, according to Fig. 2,
there are4M + 2 = 4 log2N + 2 “

⊕
” units on each receive

antenna. However, there are4(N − 1) + 2 “
⊕

” units if (10)
is implemented by the conventional method.

VI. SIMULATION RESULTS AND CONCLUSION

In Fig. 3 we have shown the minimum possible CRLB, nor-
malized byE[‖H‖2F ] = NRNT , which is given byNT (L+1)

2γN
,

versus different SNR levelsρ, for three different scenarios.
For each scenario, the simulated total MSE of the channel
estimator in (8),‖Ĥ−H‖2F , normalized by‖H‖2F , is also
plotted in Fig. 3. As the simulation results demonstrate, the
proposed estimator achieves the minimum CRLB. Moreover,
the proposed fast hardware implementation makes it suitable
for, but not limited to, practical MIMO-OFDM and MIMO-
UWB systems.
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