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Abstract—To lower costs, WDM PONs may share the usage of
wavelengths, transmitters, and receivers among ONUs, instead
of dedicating the transmission between OLT and each ONU with
one individual wavelength and one individual pair of transmitter
and receiver. The specific sharing strategy depends on the
network architecture and the wavelength supports of transmitters
and receivers. Different sharing strategies may yield different
achievable data rates of ONUs. In this paper, we make three main
contributions in investigating the impact of the sharing strategy
on the capacity region of a WDM PON. First, we abstract the
data transmission processes in WDM PON:s into directed graphs,
where arcs represent wavelengths, transmitters, and receivers,
as well as relations between them. Second, we apply Ford and
Fulkerson’s Max-flow, Min-cut Theorem to derive the upper
bound of the capacity region of a WDM PON, and prove that
the upper bound is achievable. Third, in light of these analytical
results, we discuss and compare capacities of some WDM PON
architectures.

Index Terms—WDM, passive optical networks, capacity anal-
ysis, tunable transceivers, graph theory.

I. INTRODUCTION

Y exploring the potential capacity of optical fibers,

Wavelength Division Multiplexing (WDM) Passive Op-
tical Networks (PONs) are becoming promising future-proof
access network technologies to meet rapidly increasing traffic
demands caused by the popularization of Internet and spouting
of bandwidth-demanding applications [1], [2]. To provision
multiple wavelengths, transmitters, receivers, and other in-
volved optical components need to support proper wavelengths
in WDM PONS.

In a typical WDM PON with n Optical Network Units
(ONUs) [3], the upstream/downstream data transmission be-
tween Optical Line Terminal (OLT) and each ONU is dedi-
cated by a transmitter, a receiver, and a wavelength channel be-
tween the transmitter and the receiver. From the MAC layer’s
perspective, this typical WDM PON architecture is equivalent
to 2n independent point to point systems, each of which cor-
responds to the upstream or downstream traffic transmission
between one ONU and OLT. The upstream or downstream
traffic rate of an ONU can be achieved if it does not exceed
the transmitting rate of the transmitter, the receiving rate of the
receiver, and the capacity of the wavelength channel. However,
this typical WDM PON architecture is cost-prohibitive for
two major reasons. First, the network requires 2n transmit-
ters to generate 2n respective wavelengths. Transmitters can
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be wavelength-tunable or wavelength-specific. Wavelength-
tunable transmitters are costly, and the colored property of
wavelength-specific transmitters introduces high operation,
administration, and maintenance cost. Second, prices of op-
tical devices such as lasers at transmitters, optical filters
at receivers, and Arrayed Waveguide Gratings (AWGs) at
remote nodes, usually increase significantly with the growth
of their supporting wavelengths. Consequently, the network is
unscalable in the number of ONUs.

Many architectures have been proposed to lower the cost
of WDM PONSs since the first WDM PON architecture was
reported [4]. The general approach is to share the usage of
resources among ONUs, for example, sharing demultiplexers
and optical cables to reduce the cost of the optical distribution
network [5], [6]. While reducing the cost, some sharing
schemes may have impact on the network capacity. Consider
the following wavelength sharing example in a WDM PON
with n ONUs. Transmitters in the first n/2 ONUs are fixed
tuned to one wavelength, while transmitters in the last n/2
ONUs are fixed tuned to another wavelength. Because of
the wavelength sharing, transmitters of ONUs sharing the
same wavelength cannot transmit simultaneously, and hence
the sum of the traffic rates of those ONUs cannot exceed
the maximum data rate of the transmitter. As compared to
the aforementioned typical WDM PON, its capacity region is
significantly reduced.

Besides the above wavelength sharing scheme, transmitters
and receivers can be shared among multiple ONUs to save the
network cost. Transmitter sharing can be easily employed in
the downstream transmission, and receiver sharing is usually
employed in the upstream data transmission, since transmit-
ters and receivers are located in OLT in these two cases,
respectively. In addition, many approaches have been proposed
to share transmitters in upstream transmission to save the
expensive cost of transmitter at ONUs, which dominates the
overall system cost [7], [8].

Different sharing schemes may affect capacities of WDM
PONSs in different degrees. Network capacity analysis plays
an important role in the design of proper networks to accom-
modate given network traffic. However, it may not be easy
to characterize capacities of WDM PONs with all of these
wavelength sharing, transmitter sharing, and receiver sharing
strategies.

Formerly, Weichenberg et al.[9] analyzed capacities of
three optical transport network architectures: optical packet
switching, optical flow switching, and optical burst switching.
However, to the best of our knowledge, the first attempt to
analyze the capacities of WDM PONs was our previous work
[10]. In [10], we employed bipartite graphs to describe the
relation between tunable transmitters and wavelengths, and the
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relation between tunable receivers and wavelengths, respec-
tively. Based on these results, we discussed some strategies of
selecting tunable transmitters in designing WDM PONs [11].
The bipartite-graph based approach is useful in characterizing
the capacity regions of networks with one or two types of
shared objects. However, when networks have three or more
types of shared objects, it is difficult for the bipartite graph to
fully characterize the relations among these kinds of shared
objects.

An approach is desired to consider the entire effect of these
multiple types of shared objects and sharing methods on the
capacity region. To this end, we propose to model the upstream
and downstream data transmission processes in WDM PONs
by using directed graphs, where arcs represent wavelength
channels, transmitters, and receivers, as well as relations
between them. Constraints on achievable rates imposed by
these diversified sharing schemes are mapped into rate limits
on graph arcs, from which Ford and Fulkerson’s Max-flow,
Min-cut Theorem can be applied to obtain the upper bound of
the achievable rate region, referred to as the cut-set bound. In
order to prove that the cut-set bound is achievable, we show
that, for the abstracted directed graph of a WDM PON, traffic
rates of ONUs are achievable if they fall into the convex hull of
the union over all possible routings of the stable set polytope
of the conflict graph of flows, and this convex hull is further
equivalent to the cut-set bound of the abstracted directed graph
of the WDM PON. With these theoretical results, capacities
of given WDM PON architectures can be easily obtained,
and thus different WDM PON architectures can be compared.
Also, in light of these results, given a capacity region to
be achieved, network designers can build a WDM PON by
properly selecting optical devices.

Note that this paper considers the network capacity from
the MAC layer’s perspective. The physical layer performances
of optical links are important, and it is indeed challenging
to derive the optical link capacity with consideration of the
physical layer parameters [12]. Considering constraints in both
physical layer and MAC layer will further exacerbate the
complexity of the problem, and is thus beyond the scope of
this article.

The rest of the paper is organized as follows. Section II
discusses various sharing strategies in WDM PONs. Sec-
tion III describes the system model, where the upstream and
downstream data transmission processes are abstracted by
directed graphs. Section IV discusses the scheme of deriving
capacity region of WDM PONs. We prove that rates in WDM
PONS are achievable if they satisfy certain constraints on arcs.
Section V discusses and compares some architectures with the
same capacity. Section VI presents concluding remarks.

II. SHARING STRATEGIES IN WDM PONS AND THEIR
IMPACT ON THE CAPACITY

Generally, the communication between OLT and ONUs in
WDM PONs undergoes the following process: optical signals
are first generated by transmitters, routed and transmitted
to the receiver through optical distribution network (ODN),
and finally received by receivers. Transmitters, wavelength
channels, and receivers constitute three key elements in the

communication process, and also three major types of shared
objects.

Wavelength-sharing implies that multiple ONUs share one
or more wavelengths in upstream or downstream transmission.
This has been commonly used in various WDM PON architec-
tures [3], [13], [14]. A typical example is the upstream trans-
mission in candidate architectures of next-generation PON
stage 1 proposed by FSAN [15], in which ONUs are equipped
with wavelength specific transmitters, and 8, 16, or 32 ONUs
share one upstream wavelength.

Transmitter-sharing implies that multiple ONUs share a
set of transmitters for their upstream or downstream traffic
transmission to save the transmitter cost. It can be easily
realized in downstream transmission since transmitters are
centralized at OLT. For upstream transmission, many schemes
have been proposed to place transmitters at OLT to generate
the seeding light, and transmit the seeding light to ONUs
for their upstream transmission. Such schemes can realize
colorless ONUs, and in turn lower the network cost. This
approach has received intensive research attention in the past
years [7], [16], [17]. It is worth noting that transmitters at
OLT may be shared among upstream and downstream data
transmission of all ONUs in this case.

In a receiver-sharing scheme, receivers are shared among
data transmission of multiple ONUs. Receiver sharing is
usually used for upstream transmission. For example, in
RITENET [16], although each ONU has one dedicated wave-
length and one dedicated transmitter for the upstream data
transmission, ONUs still cannot transmit traffic simultaneously
owing to the sharing of receivers at OLT.

Consider wavelengths, transmitters, and receivers as three
types of shared objects. Some WDM PON architectures may
share only one type of these objects, e.g., the upstream trans-
mission in CPON [3] and LARNET [18], and the downstream
transmission in SW-PON [14]. Some architectures may have
two types of shared objects. For example, in the downstream
transmission in SWE-PON [13], an array of tunable lasers at
OLT generates multiple wavelengths, and these wavelengths
are further shared among ONUs. In this case, the joint
transmitter and wavelength allocation is needed to meet given
downstream traffic demands. Some WDM PON architectures
may share the usage of all these three or more types of objects.
For example, in the upstream transmission of SUCCESS [7],
a set of tunable transmitters located at OLT generates multiple
wavelength optical signals, which will be further wavelength
routed to ONUs, where some ONUs may share the same
wavelength. These signals will be modulated and reflected
back to OLT, and finally received by a set of tunable receivers
at OLT. Tunable transmitters at OLT, tunable receivers at OLT,
and wavelength channels are shared among ONUs. A joint
wavelength, transmitter, and receiver allocation is required to
achieve given upstream traffic rates. When transmitters and
receivers support different wavelengths, the resource allocation
scheme needs to consider the individual wavelength support
of each transmitter and each receiver.

Therefore, it may not be easy to find a proper resource
allocation scheme to achieve a given set of traffic rates of
ONUs. Even the problem of determining whether a given
set of rates is achievable or not can be difficult, and this is
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the main focus of this paper. We next try to characterize the
capacity region of a WDM PON, which contains all achievable
traffic rates of ONUs.

III. SYSTEM MODELING

To investigate the capacity regions of WDM PONs, we
model the data transmission processes in WDM PONs by
using directed graphs. Owing to the passive nature of PONs,
we assume static wavelength routing between transmitters and
receivers in PONs. We do not model the internal structure of
network nodes in ODN and other possible optical components
in between, but only consider their impacts on the destination
receivers of optical signals. The main focus of the modeling
is to describe the properties and relations of transmitters,
receivers, and wavelength channels, which will affect the
capacity of a WDM PON.

We use two directed graphs to abstract the upstream and
downstream data transmission processes, respectively. The
abstraction is as follows.

e Create a directed arc for each transmitter, each wave-
length channel, and each receiver. Note that two same
wavelengths in different fibers are considered as two sep-
arate wavelengths channels. For notational convenience,
we name these arcs as tx arc, wc arc, and rx arc,
respectively, in the rest of the paper.

e Connect tx arcs to wc arcs as follows: if one transmitter
can access one wavelength channel, connect the end
vertex of the tx arc with the start vertex of the wc arc.

o Connect wc arcs to rx arcs as follows: if one wavelength
can be received by one receiver, connect the end vertex
of the wc arc with the start vertex of the rx arc.

o Create source vertices, each of which is connected with
the start vertex of one tx arc.

o Create a destination vertex, and connect the destination
vertex with the end vertices of all rx arcs.

The direction in the graph conforms with the transmission
direction of the optical signal. Denote the abstracted graph
for a WDM PON as G in the rest of the paper.

Here are two examples. The first example illustrates
the modeling of the upstream transmission in the network
shown in Fig. 1(a). In the architecture, each ONU has one
wavelength-tunable transmitter. Signals from ONUs are mul-
tiplexed onto one fiber, and then sent to OLT. OLT receives
these optical signals by using an array of receivers. Assume
that there are eight ONUs and four wavelengths, tunable
transmitters at these eight ONUs can tune to all of these
four wavelengths, and each receiver at OLT can receive one
respective wavelength. Note that the network architecture con-
tains other components to realize downstream transmission.
For simplicity, we only list the components involved in the
upstream transmission. Similar upstream transmissions can
be found in architectures presented in [19], [20]. Fig. 1(c)
illustrates the abstracted directed graph. The graph contains
eight tx arcs, four we arcs, and four rx arcs. Each tx arc
is connected with four wec arcs, and each wc arc is further
connected with one respective rx arc.

Different from those in the network shown in Fig. 1(a), in
the network shown in Fig. 1(b), ONUs use the seeding light
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generated at OLT to fulfill their upstream data transmission.
A set of transmitters are equipped at OLT. Optical signals
generated from these transmitters are multiplexed onto one
fiber and sent to ONUs. In this example, two ONUs share
the usage of one wavelength. Each ONU has one receiver
to receive its downstream traffic, and one modulator to reflect
the upstream signal. The upstream signal is reflected back and
received by an array of receivers at OLT. Similar architectures
can be found in [7], [8]. Assume there are sixteen ONUs,
eight wavelengths, four tunable transmitters, and four tunable
receivers. All these tunable transmitters and receivers support
all eight wavelengths. Fig. 1(d) and Fig. 1(e) illustrate the
abstracted directed graphs for the upstream and downstream
transmissions, respectively. Note that the connections between
tx arcs and wc arcs, and those between wc arcs and rx arcs
can be arbitrary depending on the specific wavelength supports
of transmitters and receivers. For a lower cost, wavelength-
specific transmitters and limited-range tunable transmitters are
preferred over full-wavelength-tunable transmitters[21], [22].
In a WDM PON, any successful traffic transmission is
associated with one transmitter, one wavelength channel, and
one receiver. A set consisting of a transmitter, a wavelength
channel, and a receiver can be considered as one uni-cast route
from one source to the destination in the abstracted graph.
Generally, a traffic flow from any source to the destination
has to satisfy the following constraints to fulfill their data
transmissions.

e tx arc constraint: Since transmitters have maximum data
transmission rates, the sum of traffic rates of all flows
going through a tx arc cannot exceed the maximum data
rate of the transmitter.

e wc arc constraint: Since two transmitters cannot trans-
mit on the same wavelength channel simultaneously, by
sharing the usage of the wavelength channel in the TDM
fashion, the total traffic flowing through each wec arc
cannot exceed the maximum data rate of the transmitter.

e TX arc constraint: Since one receiver cannot receive
signals in two wavelengths simultaneously, by sharing
the usage of the receiver in the TDM fashion, the total
traffic flowing through each rx arc cannot exceed the
maximum data rate of the transmitter.

e connection arc constraint: For a given connection arc, the
traffic flowing into the arc should be equal to the traffic
flowing out of the arc.

o continuous optical flow constraint: A successful upstream
or downstream data transmission needs one transmit-
ter, one wavelength channel, and one receiver so that
a continuous optical flow can go from the source to
the destination. Since one transmitter, one wavelength
channel, and one receiver can be used for the transmission
of only one optical flow at a time, two optical flows
cannot transmit simultaneously if they share the same
arc in G.

Constraints on tx arcs, wc arcs, rx arcs, and connection arcs
state that resources on each arc cannot be overexploited. The
continuous optical flow constraint states that two optical flows
cannot transmit simultaneously if they share the same arc in
the abstracted graph G.

For any WDM PON, traffic rates of ONUs can be mapped
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Fig. 1. Abstracted graphs of two network examples.

into rates on arcs in graph G. Consider the three scenarios
shown in Fig. 1(a) and Fig. 1(b).

o For the upstream transmission shown in Fig. 1(a), re-
sources received by an ONU for its upstream transmission
are equivalent to the sum of resources received by flows
flowing through the corresponding tz arc of the ONU
shown in Fig. 1(c). Traffic rates from ONUs can be
achieved if the same rates on tx arcs can be achieved.

o For the upstream transmission shown in Fig. 1(b), two
ONUs share the usage of one wavelength. Resources
received by two ONUs sharing the same wavelength
equal to the sum of resources received by flows going
through the corresponding wc arc of these two ONUs
shown in Fig. 1(d). Let the rate of a wc arc be the sum
of traffic rates of ONUs using this wavelength. Then,
upstream traffic rates of ONUs are achievable if rates on
wc arcs can be achieved.

« In Fig. 1(b), downstream traffic rates of an ONU equal to
rates of flows flowing through the corresponding rx arc
of the ONU in Fig. 1(e). Traffic rates from ONUs can be
achieved if the same rates on rx arcs can be achieved.
Therefore, we investigate the achievable rates on tx arcs,
wc arcs, or rx arcs, in the above three cases, respectively.

Because of the mapping, we shall next obtain the capacity of
a WDM PON by deriving the achievable traffic rates on tx
arcs, wc arcs, and rx arcs.

IV. CAPACITY ANALYSIS

In this section, we first define achievable traffic rates and the
capacity region. Then, conflict graphs are introduced to model
the relations between optical flows. Afterwards, we show that
traffic rates of optical flows are achievable if they fall into the
independent set polytope of the corresponding conflict graph.
We further show that, for the conflict graph of any flows in a
WDM PON, its independent set polytope equals to its clique
inequality region, and vertices form a clique if and only if
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their corresponding flows go through the same arc. Finally,
we derive the capacity region of a WDM PON by applying
Ford and Fulkerson’s Max-flow, Min-cut Theorem.

We shall first review some terminologies of graph theory.

« An independent set contains a set of vertices which are
not connected with each other.

« A clique contains a set of vertices, any two of which are
connected by an edge.

o The chromatic number of a graph refers to the minimum
number of colors to color the graph.

« A perfect graph represents the graph whose chromatic
number equals to the size of the largest clique for each
of its induced subgraphs.

e A cycle in a graph is chordless if no proper subset of
the vertices of the cycle forms a cycle.

e Odd hole represents a chordless cycle of length of at
least four, and contains an odd number of edges.

A. Definitions of Achievable Traffic Rate and Capacity Region

First, we define the achievable traffic rates and the capacity
region.

Definition 1: A set of traffic rates of ONUs is achievable
if there exists a resource allocation scheme to satisfy the
above stated tx arcs constraints, wc arcs constraints, rx
arcs constraints, connection arcs constraints, and continuous
optical flow constraints.

Definition 2: The capacity region of a WDM contains all
sets of achievable traffic rates of ONUs.

Our main idea in deriving the capacity of a WDM PON is to
first obtain the achievable rates with respect to one particular
resource allocation instance, and then calculate the union of
achievable rates over all possible resource allocation instances.

Here, one resource allocation instance refers to a number
of resource sets, each of which contains one transmitter, one
wavelength channel, and one receiver. Each set is to fulfill the
data transmission of one optical flow. The achievable rates
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with respect to one resource allocation instance refer to the
achievable rates of these optical flows.

B. The Conflict Graph Model

Owing to the continuous optical flow constraints, we charac-
terize the relations between different traffic flows by utilizing
conflict graphs, which have been employed to address routing
problems in all-optical networks [23], optical flow switch
without core buffering [9], and multi-hop wireless networks
with interference consideration [24].

Denote the conflict graph with respect to a set of flows
f =< fi1, fa,... > in the abstracted graph G as C(f,G). In
C(f,G), vertices represent optical flows f1, fo, ... in graph G,
and two vertices are connected if they share the same arc in
graph G. For notational convenience, we denote a flow f by
a three-tuple: {tx arc,wc arc,rx arc}.

Consider the upstream transmission in a network with
four transmitters at four ONUs, three wavelengths, and two
receivers at OLT. Transmitters at the first and second ONU is
fixed tuned to wavelength 1, the transmitter at the third ONU
can be tunable to wavelength 2 and 3, and the transmitter at the
fourth ONU can be tuned to wavelength 3. Fig. 2 (a) illustrates
the abstracted directed graph of a WDM PON. We consider
four flows f1 : {e1,e5,¢es8}, fa: {ea,e5,e8}, f3: {es,er,es},
and f4 : {eq, €7, es} as shown in Fig. 2 (b). Fig. 2 (c) describes
the conflict graph of these four flows.

With the conflict graph, the continuous optical flow con-
straints are transformed into the constraints that flows cannot
transmit simultaneously if their corresponding vertices are
connected in the conflict graph. Flows can transmit simultane-
ously only if their corresponding vertices are within the same
independent set. Then, the following property about achievable
traffic rates can be derived.

Property 1: Traffic rates of flows are achievable if they fall
into the independent set polytope of conflict graph C(f, G).

C. Clique Inequality Region

For any general graph, its independent set polytope is
dominated by the region limited by clique inequalities [9],
[24], referred to as clique inequality region. The two regions
are equivalent when the graph is perfect. Without loss of
generality, we derive achievable traffic rates on tx arcs. The
same conclusions can be drawn for rates on wc arcs and rx
arcs. We next show that, for the conflict graph C(f, G) where
each flow in f originates from one tx arc, its independent set
polytope equals to its clique inequality region by using Lemma
1 and Theorem 1.

Lemma 1: 1f a set of flows £, each of which originates from
one tx arc, forms a chordless cycle in the conflict graph, the
largest size of the chordless cycle in conflict graph C(f, G) is
4.

Proof: Assume five flows f1, f2, f3, fa, and f5 on five tx
arcs form a chordless cycle. Because of the chordless property,
no more than two of them flow through the same arc. De-
note these five flows as {e},ed, el}, {e?,€3,e3}, {e3,e3,e3},
{e1,e3,e3}, and {e9,e3,e3}, respectively. Without loss of
generality, assume the connection edges in the cycle of these
five flows are between f; and fo, f2 and f3, f3 and f4, f4 and
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f5, and f5 and f7, respectively. Then, the following conditions
have to be satisfied.

es=clorel=¢e3
e3 =e3 ore3 = el
3_ 4 3 _ 4
ei—eg or ei—e:g (D
egze% oreg:elIﬁ
€3 =ej or e =e3

After checking all possibilities, it can be obtained that these
constraints cannot be satisfied without letting three of them
be equal to each other. Thus, there does not exist a chordless
cycle with size five, and the largest size of a chordless cycle
is 4. [ ]
Theorem 1: For flows f, each of which going through one
tx arc, the stable set polytope of conflict graph C(f, G) equals
to the region limited by clique inequalities in graph C(f, G).
Proof: The stable set polytope of a graph is equivalent to
the region limited by its clique inequalities when the graph is
a perfect graph. It was proved that graphs are perfect if and
only if they are Berge graphs. A graph G is a Berge graph
if and only if neither G’ nor G contains an odd hole. Based
on Lemma 1, there is no cordless cycle with size greater than
four. Thus, the graph C(f, G) is a perfect graph. ]
Then, rates of flows in an abstracted graph G of a WDM
PON can be achieved if they satisfy clique inequalities in its
corresponding conflict graph C'(f, G). The next problem is to
find cliques in graph C(f, G).

D. Formation of Cliques

For conflict graph C(f,G) of a general graph G, clique
may be formed by vertices whose corresponding flows do not
go through the same arc in G, and finding whether there is
a clique of a given size is NP-complete. However, in terms
of the conflict graph C(f,G) of the abstracted graph G of a
WDM PON, we will show that vertices form a clique only if
their corresponding flows go through the same arc in graph
g.
Lemma 2: In conflict graph C(f,G), flows form a clique
only if they flow through the same arc in graph G.

Proof: Assume two flows form a clique. These two flows
must share one arc since any two vertices are connected in
C(f,G) only if their corresponding flows share one arc in G.

Assume three flows fi, f2, and f3 on three tx arcs form
a clique, and they do not go through the same arc. Denote
these three flows as {el, el el}, {e?, €3, €3}, and {3, €3, €3},
respectively. Then, el # el, el # €}, and el # el. In order to
let these three flows form a clique, the following conditions
have to be satisfied.

2 _ 1 2 1

e%_egzore%:eg
6526% or 6526? 2)
€5 = ey Or €3 = e

To satisfy these constraints, either el = €3 = €3 or el = €2 =

e3. Under both conditions, these three flows have to share the
same arc. Thus, flows cannot form a clique if they do not go
through the same arc.

Assume n flows fi, fo, ..., fn On n respective tx arcs
form a clique, and they do not go through the same arc.
Any three of them must flow through the same arc. Without
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Fig. 2. The conflict graph of four flows in an abstracted graph.

loss of generality, assume flows f1, fo, and f3 share e%, ie.,
ey = e3 = e3. In order to form a clique, any other flow
fi must share one arc with fi, fo, and f3, respectively. To
achieve this, either e} = e} or e} = e}, e} = e%,e} = e3. If
eb = el, flows f;, f1, fo, and f3 share the same arc e}. If
el =el el =e3 el = e3, then, e} = el = e2 = €3 and flows
fi» f1, f2, and f3 share the same arc. Thus, flows f1, fa, ...,
frn must share the same arc in order to form a clique, and we
have thus proved the lemma. ]

With Lemma 2, Property 1, and Theorem 1, we can derive
the following property regarding to the capacity of a WDM
PON.

Theorem 2: For any given traffic rates on tx arcs, they are
achievable if they satisfy constraints on tz arcs, wc arcs, rx
arcs, and connection arcs.

Proof: According to Property 1 and Theorem 1, traffic
rates are achievable if they fall into the clique inequality
region. Based on Lemma 2, vertices form a clique in graph
C(f,G) only if their corresponding flows share the same arc
in graph G. Then, clique inequalities are satisfied if the traffic
rates satisfy constraints on tx arcs, wc arcs, rx arcs, and
connection arcs. Therefore, traffic rates are achievable if they
satisfy constraints on tx arcs, wc arcs, rx arcs, and connection

arcs. |

E. Capacity Region Derivation

The above shows that, for a particular resource allocation
instance, traffic rates of optical flows are achievable if they
satisfy constraints on tx arcs, wc arcs, rx arcs, and connection
arcs. Then, for given traffic rates on tx arcs, we can check all
possible resource allocation instances, and see whether their
induced optical flows satisfy those constraints. However, it is
computationally intensive.

To avoid the checking of all possible resource allocation
instances, we can consider the traffic rates on tx arcs as the
traffic rates of their corresponding sources, and obtain the
capacity region by applying the Ford and Fulkerson’s Max-
flow, Min-cut theorem. The max-flow min-cut theorem states
that, in a network, the maximum traffic passing from the
source to the sink is equal to the minimum capacity that needs
to be removed from the network so that no flow can pass from
the source to the sink.

Based on the Ford and Fulkerson’s Max-flow, Min-cut theo-
rem, we can derive the following theorem regarding achievable
rates on fx arcs.

fo:{e, es, e}

(b) Four flows

€4 fo:{es, s, es} fi:{e4, es, eg}

fa:{es, €7, es}| e; fa: {€4, €7, €0} €7

€9 fs:{es, €7, es} fa: {€4, €7, €0}

(c) A conflict graph

Theorem 3: Given a set of traffic rates on tx arcs, they are
achievable if, for any subset of the traffic rates, the sum of
the rates is not greater than the sum of capacities on arcs in
its corresponding minimum cut.

Theorem 3 states that the capacity region of a WDM PON is
equal to the cut-set bound of the abstracted directed graph of
the WDM PON.

Note that Lemma 1, Lemma 2, Theorem 1, and Theorem 2
hold for traffic rates on wc arcs and rx arcs as well. Hence,
we should be able to derive theorems similar to Theorem 3 for
them. However, wc arcs and rx arcs are not directly connected
to sources in the abstracted graph. In order to relate traffic
rates on these arcs with traffic rates on some sources such
that the Ford and Fulkerson’s Max-flow, Min-cut theorem can
be applied, we make the following changes of the abstracted
graph.

To obtain the achievable traffic rates on wc arcs, we divide
graph G into two graphs. The first subgraph contains zx arcs,
wc arcs, and the connection arcs between them. The directions
of arcs in the subgraph are the reverse directions of arcs in
the original graph G. Each wc arc is associated with one
source. The second subgraph contains wc arcs, rx arcs, and
the connection arcs between them. The directions in the
subgraph follow those in the original graph G. Each wc arcs
is associated with one source. Then, the achievable rates on
wc arcs can be obtained by applying the Ford and Fulkerson’s
Max-flow, Min-cut theorem on the two subgraphs.

To obtain the achievable traffic rates on rx arcs, we reverse
directions on all arcs, and associate each rx arc with one
source. Then, the Ford and Fulkerson’s Max-flow, Min-cut
theorem can be applied to obtain the capacity region.

V. ILLUSTRATIVE EXAMPLES OF SOME WDM PONSs
Consider the directed graph as shown in Fig. 2(a) for

example. By applying Theorem 3, we obtain its capacity
region as follows:

r1,12,73,74 < C
r+re<C
1+ 73,71+ T4, 72 + 13,72 + 74,73 + 174 < 2C
ri+re+r3,ri+r3+ra,ri+re+ra,re+r3+1r4 <2C
ri+re+r3+ry <2C

3)

where r; refers to the traffic rate on the ith tx arc. The
numbering is from left to right. Each of these constraints is
associated with one cut for a set of tx arcs. There are totally
24 — 1 = 15 nonzero subsets for the total of four tz arcs.



Redundant cuts

(b) Effective cuts

(a) Trivial cut and redundant cut

Fig. 3. Trivial, redundant, and effective cuts of a graph.

Hence, the total number of constraints is 15. Among these 15
constraints, some are not necessary in delineating the capacity
region. For example, 1 + 73 must not exceed 2C if both
r1 < C and r3 < C. Hence, the constraint r; + r3 < 2C
is not necessary. After removing unnecessary constraints, the
capacity region of the WDM PON can be described as follows:

T+ T2 SC
ry4+re+r3+ry <2C
T1,72,73,T4 S C

“

Among these necessary constraints, constraints 71, ra, 73,74 <
C always need to be satisfied regardless of the WDM PON
constituents. We refer these constraints to as trivial con-
straints, and their corresponding cuts to as frivial cuts. For cuts
whose corresponding constraints are unnecessary, we refer
them to as redundant cuts. Cuts which are neither trivial nor
redundant are referred to as effective cuts. The capacity region
contains rates which satisfy constraints associated with trivial
cuts and effective cuts. For the directed graph as shown in
Fig. 2 (a), Cut 1 and Cut 2 are effective cuts as shown in
Fig. 3 (b).

It is worth noting that removing some arcs from the ab-
stracted graph does not change its effective cuts. For example,
in the directed graph as shown in Fig. 2(a), by removing the
arc connecting the end vertex of arc es and the start vertex of
arc ey, effective cuts still contain Cut 1 and Cut 2 only. This
implies that changing the transmitter at ONU 3 from a tunable
transmitter into a wavelength-fixed transmitter does not shrink
the network capacity region. These arcs are referred to as
redundant arcs. A graph without redundant arcs are referred
to as a condense graph. For graphs as shown in Fig. 1(c),
Fig. 1(d), and Fig. 1(e), their corresponding condense graphs
are shown in Fig. 4(a), Fig. 4(b), and Fig. 4(c), respectively.

The comparisons of the three cases are as follows:

o In Fig. 4(a), transmitters at the first four ONUs are
wavelength-specific ones, whereas all transmitters in
Fig. 1(c) are full-wavelength tunable ones.

o In Fig. 4(b), each transmitter and each receiver only need
to support five wavelengths, whereas transmitters and
receivers in Fig. 1(d) have to be full-range tunable to
all wavelengths.

o In Fig. 4(c), transmitters only need to support five wave-
lengths, whereas transmitters in Fig. 1(e) have to be full-
range tunable to all wavelengths.

If the cost of tunable transmitters is low with a small number
of support wavelengths, architectures as shown in Fig. 4(a),
Fig. 4(b), and Fig. 4(c) cost less than those as shown in
Fig. 1(c), Fig. 1(d), and Fig. 1(e), respectively.
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Therefore, instead of using full wavelength-tunable trans-
mitters and receivers, proper selection of limited wavelength-
tunable transmitters and receivers can achieve the same ca-
pacity region with cost reduction.

VI. CONCLUSION

In this paper, we have analyzed the capacities of
WDM PONs with any general sharing of transmitters, re-
ceivers, and wavelength channels. We first describe the up-
stream/downstream data transmission process in WDM PONs
by using a multi-source single-destination directed graph,
where arcs represent transmitters, receivers, wavelength chan-
nels, as well as their relations. Any successful traffic trans-
mission can be mapped into some routings from a source
to the destination in the abstracted directed graph. Then, we
construct conflict graphs for flows in the abstracted directed
graph, and prove that the conflict graph is a perfect graph,
and flows form a clique if and only if they go through the
same arc in the abstracted graph. Attributed to these two
properties, we can obtain the capacity region of a WDM
PON by applying the Ford and Fulkerson’s Max-flow, Min-cut
theorem to the abstracted directed graph of the WDM PON.
With these results, we continue to discuss some WDM PONs
with the same capacity region, and introduce the concept of
condense graphs. A WDM PON whose abstracted graph is a
condense graph may incur lower cost, but can still achieve the
same capacity with those with redundant arcs.

REFERENCES

C.-H. Lee, S.-M. Lee, K.-M. Choi, J.-H. Moon, S.-G. Mun, K.-T. Jeong,
J. H. Kim, and B. Kim, “WDM-PON experiences in Korea,” J. Optical
Netw., vol. 6, no. 5, pp. 451-464, 2007.

L. Hutcheson, “FTTx: current status and the future,” IEEE Commun.
Mag., vol. 46, no. 7, pp. 90-95, July 2008.

R. Feldman, E. Harstead, S. Jiang, T. Wood, and M. Zirngibl, “An eval-
uation of architectures incorporating wavelength division multiplexing
for broad-band fiber access,” IEEE/OSA J. Lightwave Technol., vol. 16,
no. 9, pp. 1546-1559, Sep. 1998.

S. Wagner and H. Lemberg, “Technology and system issues for the
WDM-based fiber loop architecture,” IEEE/OSA J. Lightwave Technol.,
vol. 7, no. 11, pp. 1759-1768, 1989.

J. Zhang and N. Ansari, “Minimizing the arrayed waveguide grating cost
and the optical cable cost in deploying WDM passive optical networks,”
IEEE/OSA J. Optical Commun. Netw., vol. 1, no. 5, pp. 352-365, 2009.
T. Shimada, N. Sakurai, and K. Kumozaki, “WDM access system based
on shared demultiplexer and MMF links,” IEEE/OSA J. Lightwave
Technol., vol. 23, no. 9, pp. 2621-2628, Sep. 2005.

F-T. An, D. Gutierrez, K. S. Kim, J. W. Lee, and L. Kazovsky,
“SUCCESS-HPON: a next-generation optical access architecture for
smooth migration from TDM-PON to WDM-PON,” IEEE Commun.
Mag., vol. 43, no. 11, pp. S40-S47, Nov. 2005.

C. Bock, J. Prat, and S. Walker, “Hybrid WDM/TDM PON using
the AWG FSR and featuring centralized light generation and dynamic
bandwidth allocation,” IEEE/OSA J. Lightwave Technol., vol. 23, no. 12,
pp. 3981-3988, Dec. 2005.

G. Weichenberg, V. Chan, and M. Médard, “On the capacity of optical
networks: a framework for comparing different transport architectures,”
IEEE J. Sel. Areas Commun., vol. 25, no. 6, pp. 84-101, 2007.

J. Zhang and N. Ansari, “On analyzing the capacity of WDM PONs,”
in Proc. IEEE GLOBECOM, 2009.

——, “Design of WDM PON with tunable lasers: the upstream sce-
nario,” IEEE/OSA J. Lightwave Technol., vol. 28, no. 2, pp. 228-236,
2010.

R. J. Essiambre, G. Kramer, P. J. Winzer, G. J. Foschini, and B. Goebel,
“Capacity limits of optical fiber networks,” IEEE/OSA J. Lightwave
Technol., vol. 28, no. 4, pp. 662-701, 2010.

[4]

(5]

(8]

[10]

(11]

[12]



ZHANG and ANSARI: ON THE CAPACITY OF WDM PASSIVE OPTICAL NETWORKS

!

(a) One condense graph for Fig. 1(c)

I I Sources i i o I I I I
we arc BTSN
rx arc l l l l

Fig. 4. Condense graphs.

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

N. Kim, S.-J. Lee, M. Kang, T. Kim, J.-J. Yoo, and B.-W. Kim,
“Evolutionary optical access network: port-share based scalable WDM
based Ethernet PON,” in Proc. Optical Fiber Commun. National Fiber
Optic Engineers Conf., Mar. 2007, pp. 1-3.

T. Darcie, P. Iannone, K. Reichmann, and N. Barakat, “WDM passive
optical networks with wavelength sharing,” IEEE Photonics Technol.
Lett., vol. 21, no. 4, pp. 218-220, Feb. 2009.

J. Zhang, N. Ansari, Y. Luo, F. Effenberger, and F. Ye, “Next-generation
PONs: a performance investigation of candidate architectures for next-
generation access stage 1,” IEEE Commun. Mag., vol. 47, no. 8, pp.
49-57, Aug. 20009.

N. Frigo, P. Magill, T. Darcie, P. lannone, M. Downs, B. Desai, U. Ko-
ren, T. Koch, C. Dragone, and H. Presby, “RITE-Net: a passive optical
network architecture based on the remote interrogation of terminal
equipment,” Technical Digest Series-Optical Society America, vol. 4,
pp. 361-361, 1994.

K. Iwatsuki and J.-I. Kani, “Applications and technical issues of
wavelength-division multiplexing passive optical networks with color-
less optical network units,” IEEE/OSA J. Optical Commun. Netw., vol. 1,
no. 4, pp. C17-C24, Sep. 2009.

M. Zirngibl, C. Joyner, L. Stulz, C. Dragone, H. Presby, and I. Kaminow,
“LARnet, a local access router network,” IEEE Photonics Technol. Lett.,
vol. 7, no. 2, pp. 215-217, Feb. 1995.

G. Das, B. Lannoo, H.-D. Jung, T. Koonen, D. Colle, M. Pickavet,
and P. Demeester, “A new architecture and MAC protocol for fully
flexible hybrid WDM/TDM PON,” in Proc. 35th European Conf. Optical
Commun. (ECOC), Sep. 2009.

W.-T. Shaw, S.-W. Wong, N. Cheng, K. Balasubramanian, X. Zhu,
M. Maier, and L. Kazovsky, “Hybrid architecture and integrated routing
in a scalable optical wireless access network,” IEEE/OSA J. Lightwave
Technol., vol. 25, no. 11, pp. 3443-3451, Nov. 2007.

L. Coldren, G. Fish, Y. Akulova, J. Barton, L. Johansson, and C. Col-
dren, “Tunable semiconductor lasers: a tutorial,” IEEE/OSA J. Lightwave
Technol., vol. 22, no. 1, pp. 193-202, Jan. 2004.

(b) One condense graph for Fig. 1(d)

[22]

(23]

[24]

559

Sources

P I

Yoy oy oy oy oy e

l{l{l{l{l{ {l

W
Destination

tx arc tx arc

l wce arc

rx arc

(c) One condense graph for Fig. 1(e)

J. Buus and E. J. Murphy, “Tunable lasers in optical networks,”
IEEE/OSA J. Lightwave Technol., vol. 24, no. 1, p. 5, 2006.

B. Beauquier, J. Bermond, L. Gargano, P. Hell, S. Pérennes, and
U. Vaccaro, “Graph problems arising from wavelength-routing in all-
optical networks,” Rapport de Recherche-Institut National De Recherche
en Informatique et en Automatique, 1997.

K. Jain, J. Padhye, V. Padmanabhan, and L. Qiu, “Impact of interference
on multi-hop wireless network performance,” Wireless Netw., vol. 11,
no. 4, pp. 471-487, 2005.

Jingjing Zhang (S°09) is working toward her Ph.D.
degree in electrical engineering at NJIT. Her re-
search interests include planning, capacity analysis,
and resource allocation of broadband access net-
works, QoE provisioning in next generation net-
works, and energy-efficient networking.

Nirwan Ansari (S’78-M’83-SM’94-F’(09) is a Pro-
fessor of ECE at NJIT. His current research focuses
on various aspects of broadband networks and mul-
timedia communications. He was/is serving on the
Editorial/Advisory Board of eight journals. Some
of his recent recognitions include the IEEE Leader-
ship Award (2007, from the Central Jersey/Princeton
Section); the NJIT Excellence in Teaching in Out-
standing Professional Development Award (2008);
the IEEE MGA Leadership Award (2008); the NCE
Excellence in Teaching Award (2009); designation

as an IEEE Communications Society Distinguished Lecturer (two terms, 2006-
2009); a couple of best paper awards (IC-NIDC 2009 and GLOBECOM
2010); and an Thomas Alva Patent Award (2010).



