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Abstract—At the Internet of Things (loT) application layer, a nodes (e.g., routers and gateways) would cache the received
physical phenomenon, which is sensed by a server (i.e., anTlo |oT contents based on their caching strategies [4]-[8].nThe
device), is defined as an IoT resource. In this paper, we prope it 5 network node receives a content retrieval request (from

to cache popular 10T resources in brokers, which are consided . .
as the application layer middleware nodes. Caching popular & client) and it has the requested content, the network node

resources in the brokers is to move the traffic loads (for deliering ~ would reply to this request without forwarding it to the origl
the up-to-date contents of the resources) from the serversvpich 10T device. However, this would incur the cache inconsisgen

host these populgr resources) to the brokers, thus reducinthe problem [9]-[11], i.e., the cached content may not acclyate
energy consumption of the servers. However, many brokers ma yefiact the current state of the corresponding loT device.

be geographically distributed in the network and caching pgular ;
resources in nearby brokers may result in unbalanced traffic For example, the content generated by a parking spot sensor

loads among the brokers, and may thus dramatically increase indicates the state of the parking spot (i.e., empty or oex)p
the average delay of the brokers in delivering the contentsfo Suppose that the parking spot is initially empty and this

their cached popular resources to clients. To reduce the avege content is cached by a network node. Afterwards, the parking
delay among the brokers, we propose to re-cache/re-alloaathe ¢t hecomes occupied and a client, whose content retrieval

popular resources from heavily loaded brokers into lightlyloaded . . .
brokers in order to balance the traffic loads among brokers. request is responded by the network node (which previously

We formulate the popular resource re-caching problem as an cached the content of the parking spot being empty), may
optimization problem, which is proven to be NP-hard. We desin not obtain the correct state of the parking spot. The reason

the Latency awarE populAr Resource re-cachiNg (LEARN) for the cache inconsistency problem is the transparent@atu
algorithm to efficiently solve the problem, and demonstratethe of 10T contents (i.e., the value of an loT content is quickly
performance of LEARN via simulatlons. . . diminished, and thus this loT content needs to be replaced by
Index Terms—Internet of things, resource caching, popularity, a fresh one) and the local caching decision made by network
CoAP, CoAP Pub/Sub, broker nodes (i.e., an 10T device is unaware of its content havimmbe
cached by the network nodes. The loT device is thus unable
|. INTRODUCTION to update the caches in those network nodes).

In order to solve the cache inconsistency as well as the
e

interconnect smart devices by applying various networkinp(fergy inefficiency prtoblemhdulrlr_lrg the loT cotntt(re]nt dell\_/er%{
technologies. In order to achieve interconnections, alflexi ocess, we propose to cache |oT resources at the appiicatio

three-layer loT architecture, which comprises the pefioapt Iayelr.TSpectlﬂctaII_y, (;:mf_lo'l(; resource (;’.Vhlcl? IS d;ffer:entrfro
layer, the network layer, and the application layer [1],,[2 n loT content) is defined as a specific physical phenomenon

has been proposed. In the perception layer, smart devi gg;urt(ra]d bi’ ? sgecmhc IqT Ide;]/lce. Yet, an loT cont_?nt repre-t
generate different types of data streams representingdtess sents the state of a physical phenomenon at a Specific moment.

of the physical world. These data streams are transmitted\'jg}ru'n‘c'tance' a temperature sensor is to sense the tenmeeratu

the network layer by applying different kinds of communica- SO.?COf_I_BhObS‘;Ta{t hometand thle curfrgn';;emper?:]ure v?!ue
tions technologies. The application layer provides higyel IS - hen, “the temperature vajue of bob's smart home-1s

functionalities, such as IoT content retrieval serviceatad " loT resource (which is hosted by the temperature sensor)

management, and access control. In this paper, we focus 30°C” is an loT content. Caching an 10T resource at

analyzing the communications protocols and functioreditit the agpllﬁatlon rl\gyﬁr_lndlca;[e_? tha.‘(tjgl]e loT res_t%urce |$1ett_10
the 0T application layer, in a broker, which is an 10T middleware with computing,

loT devices are mostly battery-constrained [3], and it issth communications, and storage capabilities. Thus, the loicde

- . will send the up-to-date content to the broker and clients ca
not energy efficient to enable an IoT device (e.g., atemperat " .
: retrieve the content of the 10T resource from the brokeremath
sensor) to send its 10T content (e.g., the current temperat

value) to a large number of clients, who try to retrieve theaa:;?]irtlherr:g;o%evvlfeeWﬁascigeci?]et?SIIc?v:/?r?oi\?vg Icgblr:ri?rce
content of the IoT device. Caching loT contents in the nekwor 9 ' 9 P '
layer is proposed to solve the energy inefficiency probleth ag \which 10T resources are suitable to be cached in brokers in
speed up the content delivery process. Specifically, nétwor grger to minimize the energy consumption of 10T devices?
X. Sun and N. Ansari are with Advanced Networking Lab., Depant « If an 10T resource is suitable to be cached in brokers, which

of Electrical & Computer Engineering, New Jersey Institute of Technology, broker should cache the loT resource such that the traffic
Newark, NJ 07102, USA. E-ma{lxs47, nirwan.ansay@nijit.edu. loads among brokers are balanced?

Internet of Things (loT) is an intriguing paradigm to



The main contributions of the paper are: CDNs, whose popularity remains stable over long timescale.

1) In order to solve the cache inconsistency and the energy fiyPical examples include popular news with short videos,
efficiency problem during the IoT content delivery proces¥/hich are updated every 2-3 hours; new movies, which change
we propose to cache 10T resources in brokers. We illustrdft€ir popularity every week; new music videos, which change
how to achieve loT resource caching based on the curréfgir popularity about every month [17]. Third, the size$af
loT application layer communications protocols. contents may be smaller than the sizes of contents in CDNs,

2) We demonstrate that caching 10T resources in brokers mijt the number of loT contents may be larger than the number
not always benefit loT devices in reducing their energdf contents in CDNSs.
consumptions. We propose to cache popular resource$Wing to these unique features of the loT system, many
in brokers to minimize the energy consumptions of loih-network content caching strategies in the context of loT
devices. We provide a method of measuring the popularfdS been proposed. Vurak al. [4], [5] proposed an in-
of an loT resource. networking caching method to facilitate 10T content caghin

3) We point out that the traffic loads among brokers may kgPecifically, loT contents are cached in the edge routers and
unbalanced, thus increasing the average delay of brokerdhgY argued that clients’ obtaining the contents from thgeed
transmitting the contents of the cached popular resourd@iters may lose freshness (i.e., the obtained data may not
to the clients. Therefore, we propose to re-cache/re-atioce up-to-date) but reduce the network traffic as compared to
the popular resources from heavily loaded brokers infpe clients’ obtaining the contents from the original sesve
lightly loaded brokers in order to balance the traffic loadshus, they dynamically modified the edge routers’ content
among brokers. caching probabilities in order to optimize the tradeoffvisetn

4) We formulate the popular resource re-caching problem &@ntent freshness and network traffic. Similarly, Hetilal. [6]
an optimization problem and prove it to be NP-hard. Waroposed a network layer IoT content caching strategy in the
design the Latency awarE populAr Resource re-cachiNgulti-hop wireless network scenario, in which loT devices a

(LEARN) algorithm to solve the problem and demonstrat@duipped to cache the forwarding contents. They designed a
the performance of LEARN via simulations. novel distributed probabilistic caching strategy, whistbased

the freshness of the content as well as the energy level and
storage capability of the device, in order to improve the
ergy efficiency of the 10T devices and reduce the content

The rest of the paper is organized as follows. In Sectitﬁ:‘;l
II, we briefly review the related works. In Section Ill, we €

illustrate how to implement loT resource caching based - . )
P g elivery delay. Niyatoet al. [18] considered the case that the

the current 0T application layer communications protscti : .
Section IV, we provide the definition of a popular loT resarccontents generated by the 10T devices should be cached in the

and illustrate how to measure the popularity of loT resoaurcelocal wireless access point and clients ShOUId alway sexeri .
In Section V, we propose to balance the traffic load amoﬁll%e corre§pond|ng co.ntents frqm the wweles_s access point.
brokers by re-caching popular 10T resources. We formulste t €y de_S|gned an o_pt|maI cachlng upd_ate period for ea.\c;h loT
popular 10T resource re-caching problem and demonstrate gqewce (in up.da.tlng Its cpntent n the wireless access.pmnt
problem to be NP-hard. In Section VI, we propose the LEAR rder_to maximize the hit rate m_terms of the propab|l|tyttha
algorithm to efficiently solve the problem. In Section VI, Wﬁge clients can successiully obtain the correspondingeruat

I

demonstrate the performance of LEARN via simulations. T order to solve the cache inconsistency problem, Ha and
conclusion is presented in Section VII. m [19] proposed to enable each loT device to select and

maintain a set of network nodes in caching its content. Since
the 10T device is aware of which network nodes have cached
its content, the loT device is able to update the cached nonte
In order to avoid unnecessary End-to-End (E2E) conmn these network nodes to guarantee the consistency. This
munications, in-network caching has been proved to be approach, however, incurs heavy burdens on the 10T device,
effective way to speed up the content delivery process [12]e., the |oT device needs to periodically obtain the infation
[14], i.e., some popular contents would be cached in netwdidom all the network nodes to determine which network nodes
nodes such that clients can retrieve these contents withaoe suitable to cache its content; meanwhile, the IoT device
explicitly contacting content providers. The feasibilithusing needs to send the up-to-date content to all the network nodes
in-network caching technologies for 10T has been discussed(which have cached the content) by itself.
the Information-Centric Networking Research Group (ICNRG Different from the above works, we propose to cache popu-
under the Internet Research Task Force (IRTF) [9], [19Rr loT resources at brokers to reduce the energy consumptio
However, the traditional in-network caching strategiepligal of 10T devices and accelerate content delivery. Essewtiall
in Content Delivery Networks (CDNs) may not suitable foraching popular 10T resources at brokers can solve the cache
the 10T system owing to the unique features of 10T [4], [8]inconsistency problem without introducing heavy burdems t
First, most of the 10T devices are resource constrainedsandloT devices.
the main objective of content caching placement in 10T is to

Il. RELATED WORKS

minimize the energy consumption rather than to minimize thelll. | MPLEMENTATION OF CACHING |OT RESOURCES IN
delay for delivering contents to users in CDNs. Second, the BROKERS
contents generated by 10T servers exhibit transient fedd]r In this section, we illustrate the implementation of cachin

[16]; this feature is quite different from the contents cadlin 10T resources in brokers by applying the current applicatio



layer communications protocaols. observe conditiols Consequently, the server can send the
contents of the resource to the corresponding clients drage t
A. Constraint Application Protocol observe conditions are satisfied.

CoAP [20] is originally designed for communications
among resource constrained devices. COAP assumes two |
ical roles, i.e., server and client. A server is a resourt
host, which generates contents of the resource. A client

Binding Table
Client-2

Resource observe request . e
(air conditioner)

Resource URT="coap: //bob_home/temp”
Observe Condition="temp_value:70"

coap://bob_home/ac

temp_value>70 ‘

coap://bob_mobilephone | time_interval=5 min ‘ Natiricidss

. . . Server Temp_value="79"
a resource requester, which tries to retrieve contents ef 1 AR ey
. . B g . {eg. temperature value

resource. A resource is an object reflecting a specific palsi L e
phenomenon; normally, a resource is identified by a Unifor
Resource Identifier (URI) [21]. For instance, if Bob’s mebil Basouree URL-coup /ooy homegtem e

) : X Observe Condition="time_interval=5 min | (Bob's mobile phone)
phone tries to obtain the current temperature value pravid.
by the temperature sensor, which is equipped in Bob's smart Fig. 2: Clients observe the resource.

home, the temperature sensor is a server, Bob’s mobile phone
is a client, and “the temperature value in Bob’s smart home”
is a resource hosted by the server; meanwhile, this resou CeResource Directory
can be identified by a URI (i.e., a unique address that can be

searched on the Internet), such as “coap:/bome/temp”. Clients need to know the URIs of the resources before
The interactions between a server and a client follow tBeYy can send the resource retrieval/observe requestddmob
request/response model. For instance, as shown in F|@1, t‘!}}ﬁ contents of the resources. In order to enable clients to
client (e.g., Bob’s mobile phone) sends a resource relrie\%scover the URIs of the interested resources, anotha‘y,enti
request, which includes the URI that points to a specifi€-» Resource Directory (RD), has been proposed [23]. An RD
resource in the server (e.g.,“the temperature value in Bolosts the descriptions of resources and provides the msour
smart home” resource hosted by the temperature sensét9kup functionality to clients. Note that the descripsoof
Consequently, the server responds to the resource rdtricvgesource include the URI and the context information (e.g.

request by sending the content of the resource to the cliente resource type and the resource location) of the resource
Fig. 3 illustrates the interactions among a server, a client

_ T e and an RD. First, a server registers its hosting resource to a
St || (URT: coap://bob_home/temp) _ RD by sending a resource registration request, which irrdud
(e.g., femperature sensor) Client L q?
.| Beb'smobile phere)|  the descriptions of the resource, to the R[Becond, the
RD stores the descriptions of the resource into its database
_ _ _ and returns the database entry ID of the rescur@eeg.,
Fig. 1: CoAP request/response interaction model.  /rd/1001) to the server. Third, a client may send a resource
_ _ _discovery request to discover the URI of a specific resource.
A client can continuously observe the resource by sendifgte that the resource discovery request may include a set
a resource observe request to the server, which hosts #i@uery criteria (e.g., resource type="temperature se s
resource. The resource observe request should contain [g&tion="bob’s home’) describing the resource that thentl

URI of the resource as well as the observe conditions, whigiants to discover. As a result, the RD would return the URI(s)
indicate the criteria for the server to transmit the cordaft of the resource(s), which matches the query criteria.

the resource to the client. For instance, as shown in Fig.2,

Client-1 (e.g., bob’s mobile phone) sends a resource obsee{ Caching 10T resources in brokers
request to the server (e.g., temperature sensor), whioteited , ) i

that Client-1 tries to observe the resource (which is idiexti The interactions among servers, clients, and RDs enable the

by the resource URI) and the server should send the up_m_og{ents to find their interested resources’ URIs and obthe t
content of the resource evebymins. contents of these resources. However, it is not efficientrwhe
We can divide the clients into two classagad clients Many clients try to obtain the same resource during a time
and observe clientsThe read clients send resource retriev&l€riod, i-., the server may transmit a huge amount of data to
requests to obtain the contents of resources in the cor{ese clients. This situation happens when some populatsve
sponding servers. Normally, the servers would not store a@ke_ place. For example, when a football game is held in a
information (e.g., URIS) of these clients. The observenttie S adium, tens of thousands of smart cars would look for empty
send resource observe requests to continuously monitor BfEKINg spots near the stadium. Thus, each street parkitgy me
status of resources. The servers should maintain the UR}&Y need to transmita huge amount of data to these smart cars

of the Server?’ and their C,O”,espondmg observe ,Con_dlt"yns blThe paper uses different terminologies, from those apphiethe corre-
storing them in the local binding table. As shown in Fig.20 tWsponding IETF RFCs and drafts.
clients (e.g., bob’s mobile phone and the air conditionends  2Note that the URI of the RD is well-known or the server can aligr the
the resource observe requests to the server (e.g., temygerdfD Py broadcasting/mulicasting an RD discover messagl: [23

Th hould create a binding table 1221 hhi The database entry ID of the resource identifies the locatidhe resource
Sen_sor?' € server snou : g9 h [22], _ﬁ:\ the RD’s database. The server should know this informasioch that it
maintains the URIs of the two clients and their correspomdiran update or delete the descriptions of the resource in Enéafr on.

Resairce
[,,_Q pers e value Response
in Bob’s smart home) (temp_value=79)




Database

Resource descriptions

Resource URT=coap://bob_home /temp;
1001 Resource type=temperdt ure sensor:
Resource location=Bob's home

1) Resource registration request
resource URT=coap://bob_home/temp;
resource type= temperature sensor;
resource location=bob's home:;

3) Resource discovery request
Query criteria: ‘resource type= temperature
sensor; resource location=bob’s home”
Resource
Directory

2) Resource registration response
Entry ID=/rd/1001

4)Resource discovery response|
requested resource URL=
coap://bob_home /remp

Server
(e.g., femperature sensor)

Resource
(e:g. temperature value:
in Bob's smart hone)

Client
(Bob's mobile phone)

Fig. 3: The interactions among server, client, and RD.

these clients can obtain the up-to-date content of the resou

by sending resource retrieval/observe requests to theehrok
7) The broker sends the content of the resource to the observe
clients based on the information in the corresponding bigdi
table.

IV. POPULAR RESOURCE CACHING AT THHOT
APPLICATION LAYER

In this section, we first illustrate that caching loT res@src
may not always reduce the energy consumption of their
servers. In order to minimize the energy consumption of
servers, we propose to cache loT resources only if they are
popular. We provide a method to measure the popularity of an
loT resource. Table | summarizes the main notations applied

in order to report its parking status (i.e., if the parkingtsis
empty and when it will be empty if it is currently occupied).
Obviously, it is not efficient to enable the street parkingene

to transmit the huge amount of data, which may exhaust

in the rest of the paper.

TABLE I: List of Important Notations

the network resources and the energy supplies of the strefbiation

Definition

parking meters (which may be powered by batteries). Note;
that exhausting the network resources of the street parking
meters results in increased delay for the street parkingnmet K
in transmitting the contents to the clients, and exhaudtieg l/\l
energy supplies of the street parking meters disables thetst w
parking meters from sensing and transmitting data. n

In order to efficiently deliver the contents of resources,gf

a new entity, i.e., broker, is introduced by the CoAP Pub-ux
lish/Subscribe protocol [24]. A broker is an applicatiogda  *
middleware node equipped with powerful hardwares and suffit

Set of all the 10T resources in the network.

Set of all the popular 0T resources in the network.

Set of all the brokers in the network.

Average content size of resourée

Average resource retrieval request arrival rate of resoiirc
Content update rate of resource

Predefined threshold to measure the popularity of 10T ressur
Binary cache indicator between popular resoujand brokerk.
Average resource retrieval request arrival rate of braker
Average service rate of broker.

Average delay of brokek.

Average network resource utilization of brokier

cient energy supplies. One of the functionalities of thekbro
is to cache loT resources. Specifically, a broker can cache
a resource hosted by a server, and thus the server would

periodically transmit the up-to-date content of the reseup A, Definition of popular resources

the broker, which consequently helps the server forward the

content of the resource to the clients upon requests. Toreref Caching a resource in a broker cannot always benefit the
enabling the broker to deliver the content of the resourae hgerver (which hosts the resource) because once the resource
the potential to reduce the traffic loads of the server, whidh cached in the broker, the server needs to periodicallg sen
may finally reduce the energy consumption of the server. TH& up-to-date content of the resource to the broker (inrorde
communications for the server in enabling the broker toveeli to keep the content of the resource in the broker fresh) even
the content of the resource is illustrated in Fig.4. 1) Theese if no client is interested in the resource. On the other hand,
would first send a resource creation request to the brokeritdhe resource is not cached in the broker (i.e., the server
cache a resource. The resource creation request shouldrcorwould respond to the resource retrial requests by itséif), t
the resource URI (indicating which resource is requestdikto Server does not need to transmit any data when no client is
cached) as well as the binding table information associatéderested in the resource. Therefore, caching the resdarc
with this resource. 2) The broker would send the URI dhe broker may not always reduce the traffic load of the server
corresponding resource cached in the broker back to therseNote that a heavier traffic load of the server incurs a higher
if the broker determines to cache the resource. Note that thenergy consumption of the server.

are currently two URIs related to this resource: the URI of In order to minimize the energy consumption of servers,
the resource hosted by the server and the one cached indhly popular resources should be cached in brokArse-
broker. 3) After receiving the response from the broker, tteurceis corsideredpopular if cachingthis resourceby a bro-

server would periodically send the up-to-date content ef tiker will result in traffic load redudion of its hosing server

resource to the broker. 4) Meanwhile, the server shouldtepday n, where n > 0 is the predefined traffic load threstold.

the URI of the resource in the RD’s database such that tBeecifically, denoteZ as the set of resources hosted by the
clients can find the URI of the resource cached in the brokeervers in the network andis used to index these resources.
5) The read clients, who are interested in the resource, daanote the average content size of resourees /; and the
find the URI of the resource via the RD. 6) Consequentlgyverage resource retrieval request arrival rate (i.e.atleeage



1) Resource creation request
Resource URI="coap://bob_home/temp"
Binding Table information of the resource

( ) 7) Notification
e.g., femperature sensor —uggn
oot Broker Temp_value="79"
{e.g., temperatire value
in Bob's smart home)

2) Resource creation response

4) Resource update request Resource URT="coap://brokeri/templ”
Entry ID=1001; New Resource 6) Resource retrieval
URI="coap://brokerl/templ” ——
7 3) Notification request and response
i Resource URL="coap://brokerl/templ”
Database / Temp_value="75%"

Resource descriptions 5) Resource discovery
request and response Observe Client
,‘;;:‘;‘g’ | requestiane respanse | Read Client (e.g.. Bob's smart <
-t/ phone)

Resource URT =eoap:/-/bob- T
Resource fype=temperature sensor;
Resource location=Bob's home

Fig. 4: The interactions among server, client, RD, and broke

The total number of rescurce rerieval requests server sends the up-to-date content of resoutoethe broker
ofremiwosfdmmgn ImEnott . e per second during a time slot). Then, if resouidg cached in
| Clients the broker, the traffic load of the server become’s. Based

i on the above, we define the resources that satisfy the faitpwi
Server g ; equation to be the popular resources:

Resource i : LN —i) >n, i€ (1)

¥

Essentially, Eq. 1 indicates that popular resouicéeing
cached in a broker can reduce at leastmount of traffic load

(a) The scenario of resourgenot being cached in a broker. ~ Of the server as compared to popular resourageot being
Resource retrieval requests of cached in a broker. Note that reducing the traffic loads of

1
The total traffic load of the server is [J)._‘

SEer i - the server implies decreasing the energy consumption of the
Resalvee's v | Clients | server. Therefore, if a resource becomes popular, it isiskgit
@ | to be cached in a broker.
Broker , ;
! |
L R \ T B. Monitoring the popularity of a resource
The total traffic ldad of the server-is 1, - If a resource is not currently cached in a broker, the server
Resource retrizval response should monitor the number of resource retrieval requests of
sent by the broker . .
the resource in each time slot. If the resource becomes aopul
(b) The scenario of resourdebeing cached in a broker. (i.e., Eq. 1 is satisfied), the server would request to calcbe t

resource in a broker by sending a resource creation request
to the broker. On the other hand, if the resource is currently
cached in the broker, the broker would take the responsibili

to monitor the number of resource retrieval requests of the
resource in each time slot. If the resource is not popular

not cached in a broker, i.e., the server (which hosts resajrc (I-6-+ EQ- 1 is not satisfied), the broker would send a resburc
needs to respond to the resource retrieval requests, tiie tr4/€/etion notification to the corresponding server (whicktgo
load of the server ig;\;. On the contrary, as shown in Fig.th's resource) Fo imply that the resource is no longer slgtab
5b, if resource is cached in the broker, the server only need Pe cached in the broker._ Consequently, th_e server would
to periodically send the up-to-date content of resoureea '€SPond to the resource retrieval requests by itself.

broker, which will eventually help the server respond to the

resource retrieval requests. Denate as the content updateC. Broker deployment

rate of resource (i.e., the average number of times that the A proker can be a logical entity (i.e., a function embedded

4 . in a router/switch/gateway) or a physical entity (such as a
There are many resource retrieval requests related to eaolrce. These
resource retrieval requests comprise two parts, i.e., @source retrieval cloudlet [25]_[27]* a ng node [28]’ Etc')' A gOOd broker
requests from read clients and the resource retrieval stgjieom observe deployment enables each server to discover and communicate
clients (note that read clients and observe clients areetefinSection Ill.A).  \ith at least one specific broker such that this server’silh@st

The resource retrieval requests from read clients are gtmterand sent by b hed in th di brok N
the read clients. Yet, the resource retrieval requests fibeerve clients are resources can be cached In the corresponding broker. Note

automatically generated by the server/broker once somerabsonditions in  that applying different broker deployments does not affect
the binding table are satisfied. For instance, an obsemmtdfies to obtain the the problem (WhiCh will be mentioned in Section V) and

content of a resource every 5 mins; thus, the server/broketdrautomatically th lated al ith | der to bett id
generate a resource retrieval request for the observe diemy 5 mins and e related algorithm. In order 10 betier express our ideas,

send the content to the observe client accordingly. we provide one possible broker deployment strategy, which

Fig. 5: The traffic load of the server in different scenarios.

number of resource retrieval requéster second during a time
slot) for resource as \;. As shown in Fig. 5a, if resourceis



leverages the edgeloT architecture [28], as an exampleifSpe
ically, as shown in Fig. 6, each Base Station (BS), which h. Sl bsee LTI Gr L ope

already been deployed in the mobile network and provid ., resource retrovabees
related fo resource-1.

high radio coverage, is equipped with multiple wireless ir 122 T

¢ ® ®
terfaces (such as Zigbee and low power area network) st =i — Respurce=34 <=
that different servers can communicate with the corresimand ' e ¢ 1 resource refrieval

3n resource retrieval requests’ requests related fo

BSs [29]. Thus, each BS is considered as a smart gateway  related toresource-2.

provide various communications interfaces to its locaveey. ) _ i

Meanwhile, each BS is connected to a broker, which m@g. 7: The illustration of unbala_mced traffic loads among

comprise a number of interconnected physical machines Hpkers and the resource re-caching process.

provide the 10T resource caching functionality. Thus, each

server can actually communicate with the broker via the
. I . r?source-l and resource-2, and broker-2 caches one popular

corresponding BS. In addition, each broker can communicate

: : resource, i.e., resource-3. Thus, broker-1 needs to respon
with the Internet as well as other BSs/brokers via the SOﬁwato 2n and 3n resource retrieval requests related to resource-

Defined Networking (SDN) based cellular core [30}-[33] "1 and resource-2 during a time slot, respectively. While

the SDN-based cellular core network, OpenFlow switch%s .
. roker-2 needs to respond to resource retrieval requests
are adopted to separate out all control functions from the

. . . rélated to resource-3 during a time slot. If the sizes ofdhes
data forwarding function. All the switches are controlleg b , g9 ,
resources’ contents are the same, broker-1 would transmit

the SDN controlier via the OpenFlow protocol [34]. The ore data to the clients than broker-2 would, i.e., traffic

OpenFlow control!er manages the forwar_dmg plane of B%ads are unbalanced between the two brokers. The unbdlance
and OpenFlow switches, monitors the traffic at the data pla

e . Sa D _
and establishes user sessions faffic loads may significantly increase the average delay of
| delivering the contents of popular resources to clients.
@
Broker Multi-interface
Base station

Base Station resource-3.

In order to reduce the average delay, traffic loads can be of-
floaded from heavily loaded brokers to lightly loaded braker
For example, as shown in Fig. 7, broker-1 can offload its traffi

gpenFlog ek OpenFlow loads to broker-2 by enabling broker-2 to cache resource-2
ceess swite Qope Sufbeln (such that broker-2 should take the responsibility to respo
—7Z— Wireless link —— Wired link to the resource retrieval requests related to resourcdel,

SDN based
Cellular Core

i
T
SDN
controller)

we define the process of a popular resource, which is original
cached by one broker, to be cached by another broker as
resource re-caching/re-allocation. Essentially, batapdhe
traffic loads among brokers is implemented by resource re-
caching/re-allocation. Note that a popular resource céytmmn
cached among brokers in the same broadcast démahis

can actually prevent a popular resource being cached by a
broker far away from the server (which hosts the resource).

Fig. 6: A possible solution of broker deployment.
A. Average delay model

The mentioned broker deployment provides each server withThe average delay of a broker in delivering the traffic load
the flexibility in caching its hosting popular resource in @omprises two parts, i.e., the average queueing delay of the
broker, i.e., a resource can be cached in the local brok@s@htraffic waiting in the network queue of the broker and the
connected BS is the gateway of the server, or in a neighboriggerage transmission delay of the broker in transmittirgy th
broker via the SDN based cellular core. If a popular resourg@ffic. Note that the average network delay of delivering th
is cached in the broker, the broker is responsible for defige traffic to the clients over the SDN-based mobile core network
the contents of the resource to the clients via the SDN basg@§l the Internet is not considered in the paper.

cellular core and the Interrfet Suppose the resource retrieval request arrival process for
resource: during a time slot follows a Poisson process
V. TRAFFIC LOAD BALANCING AMONG BROKERS with the average arrival rate; (requests/sec). Denote J

C 7) as the set of popular resources in the network, i.e.,

Many brokers can be geographically distributed in th — {ills (v — ) > 11}, andj is used to index these popular

network. Normally, if a resource_bec_:omes popular, the ser resources. Meanwhile, denoké as the set of brokers in the
would select the local broker, which incurs the smallestri®bu . .
same broadcast domain akds used to index these brokers.

Trip Time (RTT), to cache its popular resources. This mag Ie% notez.. as a binary variable indicating whether pooular
to unbalanced traffic loads among brokers. For example, A8 Lik inary vari indicating w popu

shown in Fig. 7, broker-1 caches two popular résources, 1.€.6a number of proximity brokers would be assigned the same vltAdlby

the SDN controller. The brokers having the same vLAN tag amesitered

5In this paper, we consider the case that all the clients deeriet clients, to be in the same broadcast domain, where the brokers cae sheir
i.e., clients would retrieve the contents of 10T resourciesthre Internet. information by broadcasting them in the domain.



resourcej should be cached in brokér(i.e., z;, = 1) or not utilization of a broker should be less than 1 in order to kéwp t
(i.e., zjr = 0). Thus, the total number of resource retrievadystem stable and reliable. Constraint (7) means each @opul
request arrivals in broke, which is the sum of the resourceresource should be cached by a specific broker.

retrieval request arrivals of popular resources that acher :

by brokerk, also follows a Poisson process with the averagireheorem 1. PO is NP-hard.

arrival rate = Proof: By substituting Constraint (5) (i.e.pr =

— Aiit. 2 2 ATk }

ok Z ik ) I€7___)into PO, PO can be transformed into
jeg Hie

Assume that the content sizes of resources are the same, 2up — _Z Aj Tk
denoted ag/, and the data transmission rate of broker P1: a,,gmmz A ’
denoted asy, is deterministic, which depends on the network X K ) N
interface capacity of broker. Thus, the service rate of broker Pk \ Pk = %}7 iTjk
k (i.e., the number of the resource retrieval requests can
be responded by broket per second), denoted as., is st Vkek, Z AjTik < [k, )
also deterministic, whergy, = = (requests/sec). Thus, €T
the process of brokek in delivering the contents of popular Constraints (7) and (8).

resources in response to the received resource retrieped s&s . . .
P gus, provingP0 to be NP-hard is transformed to proving

can be considered as an M/D/1 queueing model and t-é) : X
average delay (i.e., the queueing delay plus the transoniss 1 to be NP-hard, which can be demonstrated by proving the

delay) for brokerk in response to a resource retrieval requegfec's'on problem of1 fo be NP-compIete [35]..The deC|s!Qn
can be derived as problem of P1 can be described as follows: given a positive

value b, is it possible to find a feasible solutiok’ for P1

t = 1 L, (3) such that the total average delay of the brokers is lessithan
[k 24k (1= pr) ie.
~—~— —————
transmission delay  queueing delay 2:u7€ - Z ijjk
T L . ieg <b 10)
wherep;, indicates tg(:e average network resource utilization of Z =" (
)\]‘Ijk ke 2
- _ iEx pr | e — D0 ATk
brokerk, i.e., px = JT ( icT 7 )

Note that a smaller value of indicates broket can deliver
its traffic load (i.e., the contents of its cached resources @nd all the constraints aP1 (i.e., Constraints (7), (8), and
response to the received resource retrieval requests)eto () are satisfied?
clients faster. From E.q. (3), we can derive that as the geera Assume thab — +oo, i.e., Eq. (10) always holds for any
network resource utilization of a broker increasesi thgm solution. Then, the decision prObIemel is transformed into
queueing de|ay of the broker would exponentia”y increasw’hether a feasible SOlUtiOﬂf, which satisfies Constraints (7),
thus dramatically increasing the average delay of the broke8), and (9), exists or not. Now, we consider the scenarib tha

If the average network resource utilization of a broker égudhere are only two brokers in the network (i.é..€ {1,2})
to 1, its average delay goes to infinity. and the service rate of the two brokers are the same, i.e.,

U1 = o = % > Aj + &, wheree is a very small positive

€T
B. Problem formulation value. Then, the decision problem #f1 can be transformed

We formulate the popular resource re-caching problem into: whether there exists a feasible solutiadh) which meets

the following constraints,

follows:
, 1 Pk ST Nz = Y Nzjo =2 30 A
PO : argmznz <— + m) (4) jeg Y jeg Y 2j€.:7 !
pX i \HE Hik Pk Vied, xj+xjo=1;
st. Vk e, ppur = Z ATk, (5) Vied, zj € {05 1}’ Tj2 € {05 1}'
€T The above problem is essentially a partition problem, i.e.,
VE € IC,0 < p <1, (6) whether the set of popular resourcgscan be allocated into
VjeJ, Z T =1, (7) two brokers such that the traffic load c1>f the two broKease
ek the same, |.e.}§‘:7 Az = 2;7 Ajjo = 5 2;7 A;. Therefore,
. VIS JE J€
Vje T, VkeK, x, €{0,1}. (8) the partition problem is reducible to the decision problem

Here, p = {pi|k € K} denotes the average network resourc%f P1. The partition problem is a well-known NP-complete

utilization of all the brokers an& = {z;j € J, k € K} de- problem, and thus the decision problem Bfl is also an
notes popular resources to be cached by brokers. The quc“ "We assume that the content size of each resource is the sathées the

of PO iS_ to min?miz_e the total average delay of the br0ker§aﬁic load of brokerk refers to the sum of the average number of resource
Constraint (5) implies the network resource utilization oktrieval request arrival rates of the popular resourcdsctware cached by

each broker. Constraint (6) imposes that the network regouprokerk. in the rest of the paper, i.egjj ATk



NP-complete problem. Consequentlyl is NP-hard, which Thus, the Hessian matrix & can be expressed as

further indicatesP0 is NP-hard. ] 92z 2z 4, 0
dp19p1 9p10p || (1-p1)3
H= : . ; = : : ,
VI. LATENCY AWARE POPULAR RESOURCE 5 : N ap
%z . %=z 0 ceo AL
RE-CACHING(LEARN) 0501 Fo1c1 91| (1-pxe) )’

In order to efficiently solveP0, we design the novel where|IC| indicates the total number of brokers. Obviously,
LEARN algorithm. The basic idea of LEARN is to decompos#&L is a symmetric matrix with all the diagonal entries positive
PO into two sub-problems, i.egptimal network utilization i.e., H is positive definite. Thereforeg is a convex function
assignment among brokeasdpopular resource re-allocatign and P2 is a convex problem. u
and sequentially solve them to obtain the optimal resour

E€mma 2. P2 has a close form solutiop* = {p*|k € K
caching vectorX = {z;;|j € J,k € K}. Note that the p* = {0kl b

: G ; . ) here
optimal network utilization assignmeptoblem is to obtain the Sk — DA
optimal network utilization of each broker (i.g2) to minimize x _p_ keK eI (13)
Pr =
the total average delay of all the brokers. Topular resource e |K|

re-allocation problem is to allocate the popular resources Proof: Since P2 has been proved to be a convex problem,

(i.e., X) among brokers such that the sum of the differengRe corresponding Karush Kuhn Tucker (KKT) conditions can
between the actual network utilization and the optimal mekwv be obtained as follows:

utilization of each broker is minimized. 1 _
2uk (1=pi)? +ak = B — ey =0,

Vke K, ¢ ap(pr—1)=0, (14)
A. Optimal network utilization assignment among brokers Brpr =0,

Constraint (5) is the coupling constraint that defines thee re Z MkPr = Z A, (15)
tionship betweemp and X. Removing the coupling constraint  kex jeg

allows P0 to be solved via two separate simpler problems. lghereq,, 35, andy are the Lagrangian multiplexers. In order
order to remove the coupling constraint, we relax Const$aino satisfy Eq. 14, we can derive, = 0, 8; = 0, and

(5) by summingp;, for all k € K, i.e.,

=15 (16)
Z PPk = Z Z ATk = Z </\j Z Ijk) . (1) i

ke ke jeT €T ke Substitute Eq. 16 into Eq. 15, and we have
since Y. z,, =1 (Vj € J), we have 2
Ker 1 K|
(a1 syres spy e
> ok =D N, (12) Kex - jer
kere i We can derive the optimal soluti()fgC by substituting Eq. 17
. 2 M= 2 A
and thusPO0 can be transformed into into Eq. 16, i.e.0% — 1 — WS M“JCTJ -

. 1 Pk )
P2 Z =argmin —t — |, .
(P) gp ch (,Uk 2u (1= pr) B. Popular resource re-allocation
Note that p* indicates the average optimal network uti-
s.t. = A, L . S

Z HkDk Z ’ lization of all the brokers in order to minimize the average

delay of all the brokers. The next step is to re-allocate
the popular resources among brokers such that the average

The physical meaning of2 is to calculate the optimal network utilization of each broker (i.eg"wij) can be as
average network utilization of each broker such that thal tot|ose as to its optimal value (i.ez}). Thus we formulate the

average delay of all the brokers is minimized. Note tR& ,45ylar resources re-allocation problem as follows:
is not related toX and can be easily solved based on the
following two lemmas.

ke JET
Ve, 0<pp<l.

. N Az,
Lemma 1. P2 is a convex problem. P3:  argminy_ |pp— Y JM—J’“ ,
. k
. . keK T
Proof: The constraints o2 are linear, and thus we only < N 7€
need to prove the objective function &2 is convex, i.e., the 7.%:7 ik
Hessian matrix of the objective function is positive deénit st. VkelK,: <1,
Kk
[36]. For everyk € KC, we have ,
) ) VJEJ,ijkzl,
0°Z 4 0°Z
o S R A— ke

Ipxdpr (1—pp)® ~ OprOpiercik VieJ,Vke K, z; €{0,1},



where the objective is to minimize the sum of the differenc®lgorithm 1 X = OPERA (L, A, p, p*).

between the actual network utilization and the optimal wekw |nput: 1) The content size vector of all the popular resources,
utilization for each broker in the network. The constraiots i.e., L = {l;|j € J}. 2) The average resource retrieval
P3 are equal to Constraint (6)—(8) i?0. Note thatP3 is request arrival rate vector for all the popular resources,

also an NP-hard problem (which can be proved by applyingthe j.e., A = {);|j € J}. 3) The service rate vector for all the
same method in Theorem 1). Thus, we design a heuristic algo- prokers, i.e.,u = {ur|k € K}. 4) The optimal solution

rithm, i.e., Optimal Popular Resourck re-cAching (OPERA), of P2, i.e., p* = {pi|k € K}.
to solve P3. Define g, as the utility function of brokek, Output: The optimal popular resource caching vector, i.e.,
where X ={zjlje T . keK}.

. Ajjk
Ik = Pr — Z e (18) 1: Initialize X = 0.
d 2: Sort the popular resources in descending order based on
Note that a broker incurring a largey. indicates that the their traffic loads.

broker is less loaded, and thus can cache more popular calculate the utility functions of all the brokers based on
resources. The basic idea of OPERA is to iteratively all®cat Eq. 18.

a popular resource to a suitable brékewhich is defined as 4. 5, — 1:

the broker that achieves the largest value of the utilitycfiom - while Not all the popular resources are allocati

among all the available brokers. A broker is said to be abtgla . Select then!” popular resource, denoted #S in the

)]

if the average network resource utilization of tge brokestil set of sorted popular resources;
2 A _ : : * hac :
less than 1 in caching the popular resource, fe&—— < 1 £ Find the suitable broket™ based on Eq. 19;

holds after the popular resource is allocated to the broker. Let 2 L

Specifically, as shown in Algorithm 1, we first initialize Update th.e utility function of brokek™;
X = 0 (where X = {z;,j € J,keK}) and sort the & n=n+1l
popular resources in descending order based on their traftic end while
load$. Then, we select the first popular resource in the sortdd: "etum X
popular resource set and allocate it into a suitable broker.
Denote j* as the selected popular resource dtidas the
suitable broker to cache popular resougéewhere

© «

utilization for each broker is calculated based on Lemma 2

(i.e., Step 3). Afterwards, the optimal resource cachingore

X is obtained by executing the OPERA algorithm (i.e., Step

k*=argmaz S g | Y Njzjp+ A < e,k €K 3. (19)  4). Finally, all the popular resources will be re-allocabessed

F jed on X (i.e., Step 5). Note that the complexity of LEARN is
determined by the complexity of OPERA.

Here, ¢ k

> ANz + A < i,k € I refers to the set
€T Algorithm 2 The LEARN algorithm
of available brokers with respect to popular resoujteWe

allocate popular resourcg into brokerk*, i.e., zj«p+ = 1.
After the allocation, we update the utility function of beyk
k* based on Eq. 18. We continue to allocate the next popul
resource in the set of sorted popular resource into its ldeita
broker until all the popular resources are all allocatedteNo
that the complexity of OPERA iR7 | log | K|.

1: Find the popular resources based on Eq. 1 to form the set
of popular resources .

2: Obtain the values ofZ, A\, and .

. calculate the value gb* based on Lemma 2.

4. X =OPERA (L, \ i, p*).

5: Re-allocate the popular resources among brokers based on
the value ofX'.

C. Summary of LEARN

As mentioned before, the basic idea of LEARN is to sequen-
tially solve the two sub-problemsptimal network utilization ) )
assignment among brokeasdpopular resource re-allocatign ~1h€ network comprises x 3 Base Stations (BSs), each
to obtain X. As shown in Algorithm 2, first, the popularOf which is connected to a broker. The coverage of each

. . . i 2 i - i
resources are identified from all the resources in the né&woPS 1S 1 km*. Meanwhile, there are N=3,000 servers in the
and the information (i.e., the average resource retrimguest Network and each server hosts one resource. The distributio
arrival rate and the content size) of each popular resousce® the servers may exhibit spatial dynamics, a”‘i thye lonatio
well as the service rate of each broker are collected (itep SOf @ server follows a Normal distribution, i.e{z, z'} ~

1 and Setp 2). Then, the optimal average network resourde(1500,500), wherezj and =/ indicate the location of the
server (which hosts resouré€l < ¢ < N)). As shown in Fig.
8Allocating a popular resource to a broker means that theebriskenabled 8, the server density in BS-5's coverage area is higher than t
to cache the popular resource. _ , one in other BSs’ coverage areas. Servers within the a BS’s
9The traffic load of a popular resource (i.e., the value\plj € J)) refers di | . ith the BS Vi .
to the average resource retrieval request arrival ratdeckls the popular Cover"_"ge area can directly cor_nmumcate with the _V|a varl-
resource during a time slot. ous wireless access technologies. The network capacigobf e

VIl. SIMULATION
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broker is the same, i.eu; = po = - -+ = x| = 350 Mbps. 2.0
Meanwhile, the content size of each resource is KU0 The
average arrival rate for each resource during a time slot
randomly selected betweéil request/s, 2 request/sl, i.e.,
Vi e I,\; =U (0.1,2). Moreover, we set the threshald= 0
and the content update rate for all the resource to be the,sa

i.e.,l/JZ’L/Jl:’L/Jg:---:’L/J‘ﬂ20.2.

—&— Non-cache
—e— Always-cahe
—=— LEARN

n
|

=}

3000

o Servers

* Base Stations

Normalized energy consumption of servers
(=]
G
1

g
o

Y axis (m)

Fig. 9: The normalized energy consumption.

5 ' i ' 5050 ' 100 resource retrieval requests by applying LEARN. As compar-
isons, we also analyze the two other popular resource cgchin

. methods, i.e., Nearest Popular Resource Caching (NPRC) and
Fig. 8: The network topology. OPTimal load balancing (OPT).

In NPRC, each popular resource is iteratively allocated
A. Energy consumption of servers to t_he broker, which incurs the short.est RTT among alllthe
' available brokers. Note that an available broker is defined
In this section, we investigate how much energy will bgs the broker, whose average network resource utilization i
saved in servers for caching popular resources in brokers @il less than 1 if the broker determines to cache the papula
executing LEARN). As comparisons, we consider two othegsource. In OPT, we relax the binary constraings € {0,1}
methods, i.e., Non-cache and Always-cache. In the NonecaGh po to be = € [0,1]. Thus, solving OPT is equivalent to
method, all the 10T resources are not cached by brokers ev®ving P2, which has been proved to have the optimal value,
if they are popular, and thus servers would respond to tig p*. OPT generates the lower bound BD but does not
resource retrieval requests by themselves. In the Alwaghe optain the feasible solution dP0. The purpose of providing
method, all the IoT resources are cached by brokers no magigs results of OPT is to demonstrate the optimality of LEARN.
whethe_r they are popular or not. Wg assume that .transmittingwe monitor the average delay among all the brokers for
one unit of data consumes one unit of energy; Fig. 9 showgg time slots. Fig. 10 shows the average delay for a broker
the normalized energy consumption of the Servers by applylnn delivering an 10T content) during the monitoring period
LEARN’_ Non-cache, and Always-cac*r?eObv_loust, LEARN | EARN achieves the similar performance as compared to
always incurs the lowest energy consumption as compareddg-r’ which demonstrates that LEARN is a good heuristic
the others. Note that as the content update rate of resourges ihm. NPRC incurs much longer average delay as com-
(i.e., the value of)) increases, fewer resources are c_onsiderﬁ red to LEARN and OPT because popular resources are
as popular resources and are suitable to cache in broklg.peq by their nearest available brokers, thus resulting i
and thus the energy consumptlpn of the servers incurred By 5 1anced traffic loads among brokers. In other words, some
Always-cache increases accordingly. When= 0.2, all the. brokers incur higher average network resource utilizatiod
resources are non-popular, and thus the energy consunmitiogy, s g ffer from longer average delay, while other brokers
the servers incurred by LEARN and Non-cache are the samjg. ¢ iower average network resource utilization and thesi
shorter average delay. In order to demonstrate this cangct
we further analyze the average network resource utilinatio
B. Average delay analysis and the average delay for each broker during the monitoring

In this section, we analyze the performance in terms of tigeriod. As shown in Fig. 11, each broker incurs almost
average delay of all the brokers in response to their redeiviée same network resource utilization by applying LEARN
and OPT. However, Broker-5 (which is connected to BS-5)
'°The normalized energy consumption of the servers incurred hncyrs higher network resource utilization than other lersk
LEARN/Non-cache/Always-cache equals to the energy copsiom of the by applying NPRC because the popular resource density in

servers incurred by LEARN/Non-cache/Always-cache digidhy the energy > )
consumption of the servers incurred by Always-cache, sty the BS-5's coverage area is higher than other BSs, and thus

X axis (m)
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Broker-5 caches more popular resources than other brok 100000 -
by applying NPRC, i.e., Broker-5 may incur higher traffic ]
load than others. Consequently, Broker-5 incurs higher ni 10000
work resource utilization. Note that higher network reseur E
utilization leads to longer average delay based on Eq. 3s,Th
as shown in Fig. 12, Broker-5 incurs significant longer agera E
delay than others by applying NPRC. This is the reason wl £ 100-;
NPRC incurs much longer average delay among the brok: & E
as compared to LEARN and OPT as shown in Fig. 10.

1000 ~

ker (ms)

10 3

10000

3974.453683309760

Average delay i
n

1000

o
L

0.01

Index of brokers

'3 0461131443412 0.461131443363 Fig. 12: The average delay for each broker during the moni-

toring period.

1000000

1000004 | —<—OPT
] 4 NPRC “Xx‘x
10000

Average delay among brokers (ms)

1E-4
LEARN OPT NPRC = E i AAAAAAA st
) g ] HA—H
Different methods S 1000 5 [
. . = E 1E-7
Fig. 10: The average delay among all the brokers during t S 0ol | o 1E-8
L . o ] 2
monitoring period. & N 5 15-9//
o S
= £ 1E-10
A

10 3 /
1/ r 600 2400 3200 4000
I_WWW

0.1

T~ 1~ T r 1 1 T 1T 1T * 1T
1200 1600 2000 2400 2800 3200 3600 4000 4400
Number of servers

Fig. 13: The average delay among all the brokers by varying
the number of servers.

Note that varying the number of servers in the network
changes the total traffic load of the network. Fig. 13 shows
the average delay among the brokers in delivering theifi¢raf
loads during the monitoring period based on different numbe
of servers. LEARN and OPT exhibit the similar average
delay, i.e., the difference between LEARN and OPT varies
Index of brokers betweenl x 1071° and 1 x 10~® as the traffic load of the
Fig. 11: The average network resource utilization for eadlptwork changes. The subtly small average delay difference
broker. demonstrates that LEARN closely adheres to the lower bound
as the traffic load of the network increases. On the other,hand
the average delay incurred by NPRC significantly increases

C. The performance impact on the traffic load of the netwoflS the number of servers incr_egses._ Note that the average
delay curve of NPRC can be divided into three segments. 1)

We further analyze the performance of LEARN, OPT, anna 1109 < N < 1400, all the brokers, except Broker-
NPRC by varying the number of servetsin the network. 5 (which is over-loaded but still has the residual capacity

Uncreasing the number of servers is actually increasingitiber of the to cache the pOPU|ar resources), are |Ightly Ioade_d, ans thu
popular resources that are needed to be cached in the hrokers the average delay among the brokers is determined by the

Network resource utilization
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of each broker (by applying LEARN and OPT) keeps nearly

< 0.18 4 e LEARN the same as the total traffic load in the network increases, th
g 1 — % OPT implying that LEARN and OPT can always evenly distribute
;% 0167 —a— NPRC the total traffic loads among the brokers based on their m&two
§ 014 resource capacities. On the other hand, the variance gxturr
5 on by NPRC is always larger than those incurred by LEARN and
E 0,10, OPT, i.e., traffic loads among the broker are unbalanced.
2 0084
5 /‘ g 9.90E-013 y o , ,
& 0.06 5 6.60E-013 7 D. Communications overheads consideration

] 2
g 004 = 3308013 7 We further analyze the communications overheads incurred
§ S '3000 3000 by LEARN and NPRC. Note that the communications over-
;[:e heads are generated once a popular resource is re-cached,

i.e., the popular resource previously cached by a broker
(e.g., Broker-1) is currently re-cached by another brokeg.(
Broker-2). Specifically, as shown in Fig.16,

Fig. 14: The variance of the average network resource atiliz, Step1: once the popular resource is determined to be cached

tion among brokers.

4500 5

by Broker-2, Broker-1 should send a resource creation
request to Broker-2. The resource creation request inslude
the URI of the popular resource hosted by the server as

40004 T EARN T LR well as the binding table of the popular resource. Note
2 3500 8- . . . . .
= 8 3000 —A—NPRC _l..-"' that transmitting the binding table to Broker-2 is to inform
B % 2500 ./..-l'" Broker-2 about the observe clients of the popular resource
E T?Sﬁ_ T i such that Broker-2 can continue to transmit the up-to-date
4 B A .
é 5 1000 = =" ,“A“u““‘ contents of the popular resource to those observe clients.
- AAAA . N
ai'; 508 s aassrassdasd « Step2: once Broker-2 receives the resource creation request,
o 1200 1600 2000 2400 2800 3200 3600 4000 4400 it would store the binding table, create a new URI, which
210 o identifies the popular resource cached in Broker-2, and
2@ 180 __.l-"' return this new URI to Broker-1.
— 4 - .
23 33‘ _amntt «» Step3: Broker-1 needs to inform the server about the new
§ Z 904 '_,.lf"" . URI (which points to the popular resource in Broker-2) by
< 1 o A . e .
g £ 60 fmuu®® .u—“‘uu““ sending a notification message to the server such that the
32 33 }‘“,H,A,mtm“‘““ B server can send the up-to-date contents to Broker-2.
s :

T T T T T T
1200 1600 2000 2400 2800 3200 3600

Number of servers

Fig. 15: The communications overheads
(a=130B,b=110B/client,( = 200B).

T
4000

——
4400

« Step4: after receiving the notification message, the server
needs to respond with a confirmation message to Broker-1.

« Step5: after receiving the new URI, the server should
update the URI of the popular resource in the RD by sending
a resource update request to the RD such that the read clients
can find the new URI, which points to the popular resource
in Broker-2.

average delay of Broker-5, whose average delay expongntigl Step6: after receiving the resource update request, the RD

increases with the number of servers increases; 2) Whemeeds to send to the server with a resource update response
1400 < N < 3200, Broker-5 is congested (i.e., Broker-5 in order to confirm that the URI has been updated.
cannot cache any more popular resources), and it would re-
cache its local popular resources to its neighboring boker
(i.e., Broker-2, Broker-4, Broker-6, and Broker-8), whiale
lightly loaded. Consequently, the average delay among
the brokers increases slightly; 3) Wh8ao0 < N < 4600,
most of the neighboring brokers become over-loaded, arsl tt
their average delay would increase dramatically as thaffidr
loads increase. Consequently, the average delay amorigall
brokers also increases dramatically.

Fig. 14 shows the variance of the average network resoul
utilization among brokers by changing the number of servers ) ) o )
in the network. LEARN and OPT (which always incurs zer&19- 16: The illustration of commumcatlons overheads med
variance) can always yield the similar variance as the numiy Popular resource re-caching.
of servers increases. This indicates that the resour¢eatitin

Broker-2
(destination broker)

Resource
Directory

Broker-1

Serven (sice Leoker)

Step-1: Resource creation request
Resource URT="coap://bab_home/temp":
Binding Table informat ion

|Step-2: Resource creation response|
New URI="coap://broker2/templ”

Step-3: Notification
New URT="coap://broker2 frempl]

Step-4:

Step-5: Resource update request
Notification confirmation

Ent ry ID=1001;
New URI="coap://broker2/fempl”

Step-6:Resource update response]
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