In our case forxr = 6.25MHz, fopxr = SMHz, ny = 55, ng = 44
and Ly = Lz = L = 1585ps. The spectrum bandwidth of the
transmitted signal is determined by the A/L ratio (a complete anal-
ysis will be published elsewhere). There is a compromise in the
selection of A; the higher its value the wider obtained bandwidth,
the upper limit of A being imposed by the Euler method. Smaller
values give a better discretisation of the dynamical system; in our
experiments the best choice was A = 0.035.

10dB/div
0.1V/div

R : N
250Hz/div 0.2ms/div
. a b

10dB/div

T 250Hz/div

0.1V/div
c d

Fig. 2 Fourier spectrum of transmitted signal, recovered signal I against
time, spectrum of ¥ and synchronisation between original and recovered
speech signals

a Fourier spectra of transmitted signal s with sinusoidal information
signal (marker on 1 KHz) :

b Recovered signal i

¢ Spectrum of i

d Synchronisation (shown on Tektronix TDS210 display)

Results: Several information signals were used to evaluate the sys-
tem. We report two particular cases: a 1kHz, 200mV,, sinusoidal
signal, and a speech signal. Fig. 2a shows the Fourier spectrum of
the transmitted signal s, as measured by an HP54520A scope. The
screen marker is on the 1 kHz position to stress that the informa-
tion signal spectrum is hidden. Fig. 2b shows the recovered sinu-
soidal signal; the corresponding spectrum (Fig. 2¢) shows a peak
at 1 kHz ~30dB over the background noise.

The case of a speech signal is shown in Fig. 2d, where the
recovered information signal 7 is plotted against the sent informa-
tion signal # to show the synchronisation between them. Perfect
synchronisation corresponds to a straight line. Thus, the width of
the cloud of points is a measure of the full system synchronisation
noise.

Conclusion: The design presented in this Letter makes a simple
and versatile communication system with a significant degree of
security.
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Fairness criterion for allocating resources in
input queued switches

D. Liu, N. Ansari and E. Hou

A new fairness criterion, queue proportional fairness (QPF), is
proposed. It employs the cell loss ratio as the fairness metric to
improve the utilisation of switch resources. QPF provides a
fairness criterion for allocating bandwidth by considering the
current buffer occupancy for best effort traffic in an input queued
switch.

Introduction: Fairness is a universal concept required in flow con-
trol, buffer management, and scheduling [l — 3]. Regardless of
how differently fairness is defined, there is common agreement
that traffic with the same priority should be treated in the same
way. However, many different allocation metrics exist such as
rate, throughput, etc., indicating that fairness criteria are rather
application specific [3, 4].

A space division switch can be classified into an input, output,
or input-output queued switch depending on the location of buff-
ers [5]. In an input queued (IQ) switch, each input port keeps a
separate buffer so that both the fabric and the buffers are only
required to run at the same rate as that of the line rate, i.e. there is
no speedup requirement. In an 1Q switch, we define three types of
fairness: intra-queue, intra-input, and inter-input fairness. Intra-
queue fairness is defined as the fairness among connections that
enter into the same input port and destine to the same output
port. Intra-input fairness is defined as the fairness among aggre-
gated connections that enter into the same input port and destine
to a different output port. Inter-input fairness is defined as the
fairness among different input ports that contend for the same
output port. From the perspective of an IQ switch, although the
intra-queue fairness can affect the throughput of each individual
connection, it has little effect on the total throughput of the
switch. However, as shown in this Letter a proper definition of the
intra-input and inter-input fairness can notably improve the total
throughput of the switch. Normally, both buffer management and
scheduling are involved in the intra-queue fairness and intra-input
fairness, and scheduling should consider the inter-input fairness.

To handle multiple classes of traffic in an IQ switch, we should
first allocate resources to satisfy the requirements of guaranteed
traffic. The leftover resources are then allocated fairly among
competing best effort traffic. Previous works [3, 6] have allocated
bandwidth of an IQ switch to competing best effort traffic accord-
ing to the well-known Max-Min fairness criterion [1]. The Max-
Min fairness criterion is essentially a rate-based, light traffic prior-
itised criterion [6, 7]. The basic idea of Max-Min fairness is to
allocate as much bandwidth as possible to the connection that has
the minimum requirement among all connections. Although Max-
Min fairness criterion can achieve a fair bandwidth allocation, it is
quite clear that it is not sufficient for best effort traffic, which may
suffer from shortage of bandwidth as well as buffer space. There-
fore, for best effort traffic, we need a new fairness criterion, which
can inclusively consider the fairness issue in allocation of both
buffer space and bandwidth. Furthermore, estimating the rate of
best effort traffic requires a complex procedure and the estimated
errors can greatly degrade the performance of the switch.

Queue proportional fairness: Let QF , R be the queue length and
allocated bandwidth of connection & that is originated from input
i and destined to output j, respectively. Here k = 1, 2, ..., K}, and i,

Jj=1,.., N Let Q;and R;; be the aggregated queue length and

allocated bandwidth of all connections from input i to output j,
respectively.

K; Ki
_ k o k
Qij = QF and Ry;=3) R
. k=1 k=1

Let Q; and R; be the total virtual queue length and available band-
width of output j, respectively.

N N
Qi=>.Qi; and R;=) Ri;
i=1 =1

Let ¢; be the set of inputs that have backlogged traffic destined to
output j, and 6; be the set of outputs at which input ; has back-
logged traffic to be transmitted.
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Definition I For each input-output pair, the queue pr_opor.tional
fairness is satisfied if at least one of the following equalities 1s sat-
isfied:

Rij _ Bnjg . )
J =2 jhe¢; and j=1,.,N e8]
Qij @ ’
Rij _ Ry .

== €6, and i=1,.,N 2)
Qi Qi J (

Eqns. 1 and 2 give us a criterion for allocating bandwidth to
guarantee the inter-input fairness and intra-input fairness in an 1Q
switch. A maximum threshold of queue length may be required to
avoid a non-compliant flow taking too much bandwidth from
compliant flows.

Max-Min fairness can be reached by the water filling procedure
where allocated rates (bandwidth) for all input-output pairs
increase linearly until the minimum one reaches its rate limitation.
Other pairs continue to increase their rates similarly until all band-
widths are allocated. QPF can also be satisfied by the water filling
procedure as the weighted Max-Min fairness by replacing the
weight with the queue length [7].

Let P, be the cell loss ratio of the aggregated connections from
input i to output j, then we have:

Lemma 1: For each input-output pair, at least one of the fol-
lowing equalities is satisfied:

Pi’j = Ph’j i,h € ¢j and Pi’] =L ],l €6;

Proof of Lemma 1 is a direct result from Definition 1.

By employing the QPF criterion, maximum throughput of an
1Q switch can be obtained as stated in Lemma 2 which results
from the intuition that bandwidth is not wasted if QPF is satisfied.

Lemma 2: The maximum throughput of an IQ switch can be
obtained if QPF is satisfied.
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Fig. 1 Cell loss ratio of input port 1 using QPF and Max-Min fairness
criterion
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Performance evaluation: To compare the performance of QPF and
Max-Min fairness criterion, we allocate bandwidths of each out-
put port to competing input ports according to the QPF and Max-
Min fairness criterion separately in a 2 x 2 IQ switch.

The Bernoulli source with probability p = 1 is generated at each
input port. To generate the severe overloaded condition, without
loss of generality, we assume that 80% of traffic from input 1 goes
to output port 1, and another 20% goes to output 2; half of the
traffic from input port 2 goes to output port 1, and another half
goes to output 2. )

Fig. 1 shows that if the buffer space is limited to 400 cells, the
cell loss ratio using QPF criterion is improved by about 25 to

1206 ELECTRONICS LETTERS

100% compared to that using Max-Min fairness criterion. The
throughput using QPF, shown in Fig. 2, has improved by about 4
to 6% compared to that using Max-Min criterion. The reason for
the improvement is that Max-Min fairness is a bandwidth based,
light traffic prioritised criterion while QPF criterion inclusively
consider the fair allocation of both bandwidth and buffer space.

In our simulations, we assume that the rates of best effort traf-
fic are known exactly when we apply the Max-Min fairness. Thus,
in practice, additional improvement by using QPF criterion is
expected since there are no inherent rate estimation errors as in
Max-Min fairness.
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throughput of input 1
o
8
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0.94 1 L
1 2 3 4 5 6 7 8 9 10

duration time of overloaded traffic (multiple of T), where T=100 cell time

Fig. 2 Throughput of input port 1 using QPF and Max-Min fairness cri-
terion '
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Conclusion: To guarantee intra-input fairness and inter-input fair-
ness as well as to efficiently allocate switch resources for best
effort traffic in an IQ switch, QPF criterion has been proposed. By
properly selecting the fairness metric, QFP criterion can greatly
improve the utilisation of switch resource compared to Max-Min
fairness.
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