operation, the appropriate cluster centre at time k for each
received signal sample is chosen as follows:

¢; (k) = ¢;(k) that minimises (i=i,... ) llr (k) — cs(k)||2
(8)
where N is the total number of clusters. Once the cluster is chosen,

the cluster centre estimate is used in the LMS weight update,
which can be written as

W(k+1) = W(k)""MSOFM—LMS(deS(k)—WT(k)R(k))R(k;
(9

R(k) = R(k) — C(k) (10)

where C(k) is a vector consisting of the various cluster centre esti-
mates at the appropriate times. The SOFM-LMS would be used
only when S), (dB) is negative. When S, (dB) is positive, the con-
ventional LMS filter would be sufficient to reject the interference.
Determining whether interference is present or not can be achieved
using a training sequence, and by the number of clusters present,
and a switch can then be made between the SOFM-LMS and the
conventional LMS filter.

Weight error power: The expression for the weight error power for
the LMS filter in the SOFM-LMS filter architecture is the same as
eqn. 3 except that F[#7 is replaced by E[r?, E[*] by E[r4], and
Meas DY Wsorsrms. The fourth order moments can be approxi-
mated by second order moments, and hence, we will study the
interference components in the second order statistics. The analy-
sis presented here is for the case when S, (dB) is negative. E[r?]
can be shown to be

M
E[f®) = E[A]]+ B[]+ E | ) 67 (11)

Jj=2

where 8 = H(A, - A) is the misadjustment in the SOFM estimate
of the interference (4, is the SOFM estimate of the interference). It
is thus seen that, depending on the accuracy to which the feature
map is able to estimate the interference states, the interference
component can be eliminated to a large extent from the weight
error vector, thereby improving the final solution.

100 w T - ’”vl T T T
vco'hventional LMS adaptive filter
9
10 1
o
w
23]
162-
" SOFM-LMS adaptive filter
152 . . : . . ‘
a4 a2 a0 -8 -6 -4 2 0

signal to interference ratio,dB
Fig. 1 Bit error rate performance of filter schemes
SNR = 10dB

Results and conclusion: Simulations were carried out to evaluate
the performance of the proposed technique and compare it with
the conventional LMS adaptive filter. The SOI applied to the
channel is a bipolar PAM signal. The co-channel interferer is
another binary PAM signal. The baud rates and the bandwidths
of the SOI and the SNOI are the same. Since the SOFM-LMS fil-
ter would be used only when S (dB) is negative, the simulations
are shown for situations where S, (dB) is negative. Fig. 1 shows
the bit error rate performance of the SOFM-LMS filter and the
conventional LMS filter. The conventional linear LMS filter fails
completely when S, (dB) is negative, since the decision regions
become nonlinear. Fig. 2 shows the mean squared error (MSE)
performance of the two schemes.
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conventional LMS filter

0-2
SOFM-LMS filter

0 .
0 200 400 600

number of bits 05172
Fig. 2 Mean squared error performance of filter schemes

SNR = 20dB
SIR = -6dB

It has been shown in this paper how the interference component
can be significantly reduced. It is seen that the SOFM-LMS filter
offers significant performance gains over that of the conventional
LMS filter.
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Distributed detection for cellular CDMA

Jian-guo Chen, N. Ansari and Z. Siveski

Indexing terms: Code division multiple access, Cellular radio

A distributed scheme is proposed for a cellular code division
multiple access system in which each base station is served by
three widely spaced sectored antennas, with each antenna site
performing separate detection. At worst the error probability
achieved at the base station is always equal to the minimum of
those at each antenna site. With coherent signalling employed, the
distributed detection has significantly increased system capacity
over simple sectored antennas.

Distributed CDMA detection structure: Consider the cellular net-
work shown in Fig. 1, where the dashed line structure represents a
typical cell geometry, e.g. [1] employing 120° sectored antennas.
The solid line structure represents a new arrangement for the pro-
posed distributed detection. Each equilateral triangular cell con-
sists of a base station located at the centre, and connected to the
base station are three antennas located at the vertices of the cell.
Each of the three antenna sites is capable of performing separate
detection of the mobile users’ transmissions within the same sec-
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tor. If the capacity of an old cell is N, that of the new cell, assum-
ing uniform distribution, is N/2. Denote U; = [y, Uy, .., Ui npl'> i =
1, 2, 3, as the vector of detected bits of an antenna site in a cell

Fig. 1 Cell geometries and sectorisations

— — — — simple sectored antennas
distributed detection

where superscript ¢ stands for vector transpose, and u; € {1, -1} is
the.detected bit value of user j made by antenna site i. Since the
antennas are far away from one another, the detected bits u; = 1,
2, 3, are conditionally independent, and they are communicated to
the base station from which the final decision vector, U = [u, 2,
..oy Hypll, s made by optimal fusion [2]

3
;= f(ury, uzjuss) = +1 AEA =ag; +i=21aijuij >0

—1 otherwise
where

1-Pu;;

[¢7 = log Q1J Qi = 10g —PEL lf U” = +1

0j = 10§~ i = 1-Pr,;

doj lOg —PI_VZL

and g, and g, are the a priori probabilities of transmitted symbols

+1 and ~1 by user j, respectively. Py is the bit error probability of

user j at receiver i when symbol -1 is transmitted and P,; is the

bit error probability when symbol +1 is transmitted. For the

binary symmetric channel (BSC), Pr; = Py, The above optimal

fusion rule is implemented by an algorithm based on reinforce-
ment learning, the effectiveness of which has been proven in [3].

ifu.;j =-1

Performance analysis: The following proposition demonstrates
why the proposed distributed detection improves performance at
the base station.

Proposition: Denote the bit error tate (BER) for a user in each
antenna site of a cell in a BSC and with equiprobable sources as
P, i=1,2, 3. Then the bit error probability achieved at the base
station for the same user is

P, = min{P,,, P, P2, Ps}
where P, = PP, + PP, + P,P; — 2P\ P,P;.
Proof- The user index is omitted for notational simplicity. For

equiprobable sources and BSC, ¢, = 0, ¢, = ¢, = 1/2, and P,, = Py
= P. Thus,

3 3 1-P
A= ;aiui = ;10g< 2 ) uz

The bit error probability at the base station is
P, = %[P()\ > 0|Ho) + P(A < O[F1)]

where H,, H,; represent the event that symbols —1 and +1 are
transmitted, respectively. Without loss of generality, let P, < P, <
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P;. Thus, a, > @, > a,, implying that
A > Owhen [uq, us, ug]* =[1,1, 1], [1,1, =1 or [1, -1, 1]
A < Owhen [u1, ug, us)f =[-1,1, -1}, [-1,-1,1]
or [-1,-1,-1]¢
See also Table 1.
Table 1: Summary of cases

[, w, it [1, -1, -1} 1, 1, 1F
m A>0 A <0
@ A<0 %> 0

Case (1) implies that @, + @; < g, ie. log(1-P,/P,) + log(1-Py/P;) <
log(1-P/P)), and thus P, < PP, + PPy + P,P, — 2P\P,P; = P,.
Hence,

P()\ > 0|H0) =P PP+ Plpg(l - P3)

+ Pl(l - Pz)Pg + P1(1 — Pg)(l — P3)
=P P+ Pl(]. — Pg) =P

Likewise, P(A < 0|H,) = P,. Therefore, P, = '1,(P(A > O|H,) + P(A
< 0|H,)) = P, < P, Similarly, Case (2) implies that a, + a; > a; =
P, > P,,. In this case, P(A > 0|H,) = P(h < 0|H,) = P, Therefore,
P, = P,, < P,. In conclusion, P, = min{P,, P,}. O]

The above proposition states that the BER at the base station. is
at most the minimum of that of the three antenna sites in the cell.
Although the three antenna sites scan the same coverage area of
the cell, their respective BERs (which are random variables) for
the same user are usually not equal-even with perfect power con-
trol, because of the interference from outer cells. While finding the
exact BER requirement for each antenna site for a given BER at
the base station is mathematically difficult, an upper bound can be
obtained. Suppose P, is the maximum of P;, P, and P, and
observe that

P2(3-2P;) - P, =
P3(Ps — Py) + P3(Ps — P1) + (P = PiPo)(1—2P3) >0

when P, < 0.5. Thus, P,, < P2 - 2P;), and hence P, < P,, < P23 -
2P;). Denote P, as the upper bound of the BER requirement at
each antenna site for a given BER at the base station. P, can then
be obtained by solving the equation

Pb:P3(3_2Ps) (1)

implying that P, is much greater than P,. That is, a given BER
requirement at the base station translates to a relaxed BER
requirement for each antenna site in the distributed detection;
thus, there is a potential increase in system capacity.

Capacity comparison: The reverse link capacity of the proposed
system utilising distributed detection is compared to that of the
simple sectored antenna system. Since the implementation aspects
are not considered here, coherent binary modulation is assumed.
The remaining assumptions are identical to those in [1]. The base
station of each cell performs power control such that all intra-cell
mobiles are received with an identical power level. Intra-cell inter-
ference is modelled as a Bernoulli random variable whose distribu-
tion is determined by the voice activity factor a. The normalised
inter-cell interference is modelled as a Gaussian variable whose
upper bounds on the mean and the variance were numerically
obtained in [1] as 0.247N and 0.078V', respectively, with each sec-
tored antenna serving N’ users in the hexagonal cell geometry. The
outage probability was given in [1] as

N'—1
N/_]. ’ 6_ — V. !
] i T~

o V0.078n/
In the above equation, with the effect of thermal noise neglected,
L
= —
Ey/No

where L is the processing gain, and E,/N, is the bit- energy to
interference density ratio. Considering BER = 107 to be adequate
for voice transmission quality, an E,/N, = 7dB will achieve it
under the assumed modulation format.

The above expression for P,, can also be applied to the distrib-
uted structure. As observed from Fig. 1 for the 120° sectored
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antennas N’ = N/3, while in the distributed structure, owing to the

different cell geometry, N' = N/2. Furthermore, the hexagonal cell
geometry of the former can be considered a worst case scenario
with respect to the level of inter-cell interference when compared
to the triangular geometry of the latter. The value of § is modified
as follows: since there are three antenna sites performing separate
detection, P, in eqn. 1 is set to 10, which corresponds to P, =
0.0184. Therefore E/N, = 4dB can achieve the required voice
quality.

-1
10

_.
S,
&
r

outage probability
3,

50 100 150 200 250
system capacity
Fig. 2 Capacity comparison of two schemes

% simple sectored antenna
O decentralised detection

Fig. 2 shows the comparison of the outage probability P,, =
Pr{BER > 10~} against the system capacity between the sectored
antenna and the distributed detection system. The increased com-
plexity of the latter is well compensated for by its substantial
capacity increase.
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Effect of adjacent carrier interference on
SNR under the overlapping carrier allocation
scheme in FD/DS-CDMA

J. Lee, R. Tafazolli and B.G. Evans

Indexing terms: Code division multiple access, Interference (signal)

The authors investigate the effect of adjacent carrier interference
on the SNR under the overlapping carrier allocation scheme in
FD/DS-CDMA. Filtering in transmitters and receivers is also
considered. Analysis shows that interference caused by 20 other
users in adjacent carriers is equivalent to the multiple access
interference from one user within the desired carrier if the spectral
spacing between adjacent carriers is 1.16 times the chip rate.

Introduction: The conventional frequency division/direct sequence
code division multiple access (FD/DS-CDMA) system which
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divides the whole bandwidth into several carriers and employs DS-
CDMA at each carrier does not permit adjacent carriers to over-
lap. Adjacent carrier interference is rejected by an RF band-pass
filter. To guarantee the perfect rejection of adjacent carrier inter-
ference, guard-bands are imposed between adjacent carriers.
Recently, a promising scheme permitting adjacent carriers to over-
lap was suggested in [1]. In [1] the capacity is investigated in terms
of the bit energy-to-noise spectral density ratio E,/N,.

fif2 13 f4 15 {6 {7 f8 9
frequency

Fig. 1 PSD of transmitted signals under overlapping carrier allocation
scheme

In this Letter, we investigate the effect of interference arising
from adjacent carriers on the SNR, which is considered a more
reliable performance index than the F,/N, assuming the correlation
receiver, additive white Gaussian noise channel, and filtering to
limit bandwidth under the overlapping carrier allocation scheme in
the FD/DS-CDMA system, shown in Fig. 1 [1]. As a new per-
formance index, we define and employ the desired to adjacent car-
rier interference ratio (DAIR).

System model: The transmitted signal is given by

s(t) = V2Pb(t — ) cos(2m fot + 6) (1)
where random time delay T (modulo 7, i.e. bit duration) is related
to asynchronous transmission, and 0 is the initial phase angle at ¢
= 0. The spread signal is expressed as

where {d} and {a;} denote data and signature sequences taking
values +1 or -1, and y(¢) is a rectangular function defined over
chip duration i.e. [0, T, taking amplitude +1. | -] takes the integer
part of the argument, and * represents convolution. The impulse
response /,(7) of the transmitter filter limits the bandwidth of the
transmitted signal to W.

DAIR in terms of the SNR: For simplicity of notation we consider
interference from two other users, one within the desired carrier
and the other from an adjacent carrier. The received signal can be
expressed as follows:

r(t) = 8(t) + 54(t) + 84(t) + n(?)
where sff) and s5,f) denote other user interference from the
desired and an adjacent carrier, respectively, and are expressed as

sq(t) = V2Pbe(t — 74) cos(2n fot +64) and

Sa(t) = V2Pbi(t = 7,) cos(2m(fo + A)t +8,)
n(t) denotes AWGN, and 1, and 1, denote delays related to asyn-
chronous transmission. Note that A denotes the spectral spacing
between two adjacent carriers. The received signal r(f) passes
through the band-pass filter H,(f), and then is multiplied by a
despreading waveform. The signal-to-noise ratio (SNR) of the
decision variable of the correlation receiver is defined as E*{17d}/
Var{V} where d is the data bit sent and ¥ is the decision variable
of the correlation receiver. The decision variable V'is given by

T+T

V= / {r(®)*hp(t)}2 cos(2r fot+0){a(t—7)xh(t—7)}dt

p

®3)
Assuming £, >> T and using the equation for the variance of the
integral of a wide-sense stationary stochastic process [2], the vari-
ance component of the decision variable owing to interference
from a user within the desired carrier can be given by

T
o= [ @ —irhRarrar @
-T
where R/t) denotes the autocorrelation of i(f) which is defined as
ia(t) = V2POH(t — 1q) * o (t) cos(0q — O){alt — 7) * ho(£)}
(5)
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