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Abstract- In this paper, we propose the Queue Length Proportional
(QLP) assignment algorithm for input queued switches that considers
buffer management and scheduling mechanism inclusively to obtain an
optimal assignment of both bandwidth and buffer space according to the
real traffic load- The bandwidth assignment is implemented by
considering both bandwidth and backlogged queue lengths, so that it is
possible to obtain a high throughput as well as a low cell loss ratio at the
same time. QLP is shown to be able to maximize overall throughputs
and improve buffer utilization as compared to those which treat buffer
management and scheduling as separate functions.
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1. INTODUCTION

Many switching architectures have been considered for
Asynchronous Transfer Mode (ATM) networks [1,2]. Depending on
the position of the buffer, a switch can be classified as input, output,
and input-output queued one.

How to efficiently allocate the buffer space has been extensively
studied [3,4,5]. Complete Sharing (CS) [3] policy allows cells enter
into the buffer until it is full. This policy can perform very well
under light load, but it can cause severe unfairness under
asymmetrical or heavy loading condition because heavy connections
can occupy the whole buffer and starve other connections. Complete
Partitioning (CP) [3] policy, on the other hand, divides the buffer
into separate sections, and each of them can be accessed only by a
particular connection. Fixed or dynamic threshold can be assigned to
each connection. If one connection reaches its threshold, cells from
this connection are not allowed to enter into the buffer. This policy
guarantees fairness among all connections but may incur high cell
loss ratio. Push-out is a technique to support multi-priorities and
fairness by replacing existing cells with new ones when the buffer is
full. It is shown in [4,5] that Push-out with Threshold (POT) is the
optimal policy in terms of cell loss ratio.

Although output queued switches can provide QoS guarantees,
they are limited by the speedup requirement---the processing speed
of data line inside the fabric and the rate to access the buffer should
be N times the outside line rate for an N by N switch. In high-speed
networks, with high-speed optical fiber being the transmission
media, this requirement is becoming much more difficult to be
satisfied.

The fabric and the memory of input queued switches, on the other
hand, can run at the same rate as the outside line. The well known
Head-of-Line (HOL) blocking problem can be eliminated simply by
using Virtual Output Queuing (VOQ), where each input maintains a
separate virtual queue for each output. In this paper, each input port
is assumed to have its own buffer.

A key issue related to input-queued switches is scheduling cells to
obtain a high throughput as well as a low cell loss ratio. Mckeown et
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al. [6] presented a mechanism to achieve up to 100% throughput by
finding a matching of a bipartite graph during every time slot. This
algorithm performs very well when the traffic is admissible.
However, the computational complexity is O(N>®) per time slot.
Recently, a novel algorithm proposed by Chang et al. [7] can
guarantee not only a high throughput but also a bounded delay. The
matching of a bipartite graph is computed over many time slots
(e.g., 1000 time slots) rather than one time slot. Thus the new
algorithm is “good on average” with much lower computational
complexity per time slot. The proposed algorithm is modified from
and adopts many advantages of Chang et al.’s algorithm. Other
scheduling algorithms for input-queued switches such as the ones in
[8,9,10,11] can also achieve a high throughput. However, these
scheduling algorithms implicitly assume that the buffer space inside
a switch is large enough which may be a limiting factor in practice.

Lapiotis and Panwar [12] showed that joint buffer management
and service scheduling for output-queued switches can improve the
utilization of switch resources better and accommodate more traffic
in the network. We propose to adopt this joint optimization concept
for input queued switches, which are scalable, resulting in the Queue
Length Proportional (QLP) assignment algorithm. Here, we focus on
the condition when overloaded traffic lasts for a long enough time. It
is shown that appropriate joint assignment of both buffer space and
bandwidth according to the real traffic load will lead to not only a
high throughput, but also a low cell loss ratio. An intuitive
explanation for this provision is that there is no benefit to assign
more bandwidth to a connection than its assigned buffer space can
accommodate. On the other side, it is not necessary to assign more
buffer space to a connection with low allocated bandwidth (rate),
especially under the heavy traffic condition.

Guerin et al. in [13] presented a special scheme, on another
extreme direction, to provide QoS features through buffer
management only.

This paper is organized as follows: in section II, we review the
Birkhoff-Von Neumann algorithm presented in [7]. The novel
integrated method QLP along with analysis is introduced in section
IIL. Simulation results are given in section IV.

II. BANDWITCH ASSIGNMENT

To show how QLP (which concentrates on how the leftover
bandwidth can be efficiently allocated to the best effort traffic) can
work together with the Birkhoff-Von Neumann algorithm (which
provides enough bandwidth to the guaranteed traffic), we will first
review the Birkhoff-Von Neumann algorithm in this section.

Let A= (4;))nxy be the rate matrix of a switch with N input ports
and N output ports. Here A;; denotes the rate demand from input i to
output j. It is said to be non-overbooking if the following two
inequalities are satisfied:
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Then, there exists a set of positive coefficients Cx and associated
permutation matrices M, k=1,...,K (K is the decomposition number
which is less than N°-2N+2) that satisfy:

K K
A<Y CM,, and >c =1
k=1 k=1

After obtaining the coefficients and the permutation matrices, we
can set the connection of a switch according to the permutation
matrices with the connection duration proportional to the relative
coefficients. i

A. The converting algorithm: algorithm I in [7]

The rate matrix A is called doubly substochastic if it satisfies
conditions (1) and (2). If both (1) and (2) are equalities, then the
matrix is called doubly stochastic.

Algorithm 1 derives a doubly stochastic matrix R from the doubly
substochastic matrix A.

Step 1: Randomly find an element at (i,j) position in A satisfying %
Aij<I and X; 2;;<1.

Step 2: Let e=1-max[2; A;; %; A;;]. Then add ¢ to the element at (i,j)
in A.

Step 3: Repeat step 1 and 2 until the sum of all elements in A is
equal to V.

B. The decomposition algorithm: algorithm 2 in [7]

Let R be the doubly stochastic matrix derived from the original
doubly substochastic A by algorithm 1 and (i;,..., iy) be a
permutation of (/,...,N) satisfying:

N
IR, >0 6)
k=1

Stepl: Let M be the permutation matrix corresponding to (i, ...,ixn)
and C=min( Ry;) for /<k<N. Construct a new matrix R, by: R; =R-
"k

CM

Step 2: If C< 1, the matrix R/(1- C) is doubly stochastic, we can
find a new permutation of (i, ..., i) satisfying (3) and repeat step 1.
If C= 1, the representation is completed.

C. The scheduling algorithm: algorithm 3 in [7]

Assign a class of tokens for each permutation matrix M,
k=1,...K.
Step1: First, a token is generated for each class. The virtual finishing

time of the first class k token is: ¥} = CL ,k=1,.. K.

k
Step 2: The switch serves the current class of tokens with the
smallest virtual finishing time first.
Step 3: Once the K tokens are served, the next class of K tokens are
generated by:

. . 1
Vi=vite— k=1, K; i22.
Ck
Repeat step 2 and step 3 until all permutation connections have been
served with connection duration proportional to their coefficients.
For example, consider the following rate matrix:
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0 03 02 04
02 03 0 02

A= \ 4
0.4 01 03 0

02 0 02 03

where each row represents an input port and each column represents
an output port.

Using algorithm 1, we may obtain the following doubly stochastic
matrix:

0 04 02 04
04 04 0 02

R= , (5)
04 02 04 0

02 0 04 04

By algorithm 2, we obtain the following decomposition:

01 00 0 0 0 1 00 1 0
1.0 00 01 00 0 0 0 1
R=04 +0.4 +0.2 .
0010 1 0 0 0 01 00
0 0 0 1 00 10 1 0 00

then, we can set the connection of the switch according to the
permutation matrices we obtained above with connection duration
proportional to the relative coefficients.

111.QUEUE LENGTH PROPORTIONAL ASSIGNMENT
ALGORITHM (QLP)

The integrated algorithm QLP is introduced in this section along
with its mathematics analysis.

A. Problem

Let A be the rate matrix of the guaranteed traffic, and the derived
doubly stochastic matrix R be the assigned rate matrix by the
scheduling algorithm for both the guaranteed traffic and the best-
effort traffic. R>4 implies that the rate demand of the guaranteed
traffic is satisfied, and R-1 is the bandwidth assigned to the best-
effort traffic. The actual traffic rate matrix B, which can be
estimated on line, is the aggregated rate of real guaranteed traffic
plus best-effort traffic.

If rate matrix B satisfies the non-overbooking condition (1) and
(2), we can simply follow the three algorithms introduced in the
previous section by deriving the assigned rate matrix R directly from
B, and no further steps are needed. Unfortunately, since there is no
admission control for the best-effort traffic, B may fail to satisfy (1)
and (2).

Since algorithm 1 derives the assigned rate matrix R from the rate
matrix of guaranteed traffic A only, it may not be able to achieve a
high throughput as well as to allocate the leftover bandwidth fairly
and efficiently. For example: from (4), the rate demand of the
guaranteed traffic from input port 2 to output port 1 is r;;=0.2, but
the assigned rate is 0.4 as shown in (5); on the other hand, the rate
demand of the guaranteed traffic from input port 3 to output port 1 is
r3 ;=0.4, and the assigned rate is 0.4 too. In other words, a rate of 0.2
is assigned to the best-effort traffic from input 2 to output 1, and
none to that from input 3 to output 1. It is possible that the best-
effort traffic from input 2 to output 1 may not need all the 0.2
bandwidth, and thus the assigned bandwidth is wasted. On the other



hand, the best-effort traffic from input 3 to output 1 cannot be
transmitted because no bandwidth is assigned for it.

Chang et al. suggested a solution, referred here as the Max-Min
algorithm, for this problem in [14] by applying the Max-Min
fairness criterion to allocate the bandwidth. The Max-Min fairness
originally proposed for flow control [15] is a rate based, light traffic
prioritized criterion [16,17,18]. The basic idea is to try to allocate as
much network resource as possible to the connection that has the
minimum requirement among all connections. The Max-Min
fairness can be reached by the “filling procedure.” Rate allocation
for all input-output pairs increases linearly until the minimum one
reaches its rate limitation. Other pairs continue to increase their rates
similarly until all bandwidths are allocated. The rate limitation of
each pair, which is an element of the actual rate matrix B, can be
estimated on line [7]. Since the Max-Min algorithm derives the
assigned rate matrix R from not only the rate matrix of the
guaranteed traffic A but also from the estimated rate matrix B, this
algorithm can obtain a high throughput by avoiding possible
mismatch between the assigned bandwidth and the real traffic load.
However, under overloaded conditions, this method can incur a high
cell loss ratio if the buffer space is not large enough. Considering a 2
by 2 switch, the available bandwidth of output 1 for the best-effort
traffic is 0.5, and actual rates of the best-effort traffic on the two
inputs which is destined for output 1 are r;;= 0.5 and r,;=0.2,
respectively. To achieve Max-Min fairness, the assigned rate for
these two inputs should be: r; ;= 0.3 and r,;=0.2. The traffic that
cannot be transmitted for the two input ports is 0.2T and none,
respectively. T is the time interval of the bandwidth allocation
procedure. If the condition persists for a long time, the buffer for
input 1 is likely to overflow, and the buffer of input 2 is surely under
utilized. Another possible problem is the on-line measurement errors
may influence the performance of the Max-Min algorithm.

B. QLP for a single output

To achieve a high throughput as well as to improve the utilization
of the buffer space, we propose the Queue Length Proportional
(QLP) Assignment algorithm to avoid the possible cell loss caused
by the Max-Min fairness algorithm under the heavy congestion
condition.

The QLP algorithm assigns an input port with a rate proportional
to its buffer queue length. The matrix R may be obtained through the
following optimization problem.

Maximize:

‘EIR,«V ;o J=LeN

Subject to:

Z]:&’jg and glRi’j <1 (6)
1=l Jj=

For an N by N switch, let the buffer length of input n (n=1,...,N),
which is destined to the same output m, m€ (1,...,.N), be L;, L,, ...,
Ly, respectively. Ly= L;+ L,+..+ Ly be the total virtual queue
length for output m.

The available bandwidth of output m for the best-effort traffic is
Rr. Let R;, R,, ..., Ry be the assigned bandwidth by output m for input
1,2, ..., N, respectively. R;=R;+ R,+...+ Ry,.

Definition 1: If the allocated rates satisfy the following equation:
Ei=ﬁ=l, i=12,.,.N %)

L Ly wu

(l_’f‘L,’=0, we set R,zo)
then the allocated rates are called the QLP rates. Otherwise, they
are called non-QLP rates.

Definition 2: Equation (7) is called the proportional rule, and
MU the time factor.

First, we discuss the QLP algorithm for a single output port.
Considering the above example: let the current queue lengths for the
two inputs be 500 and 200 cells, respectively. Following the
proportional rule, the assigned rates are: r; ;= 0.36 and r,;=0.14.
The traffic that cannot be transmitted after 1000 cell slots for input 1
and 2 are 140 and 60 cells, respectively. If we use the Max-Min
algorithm, the traffic that cannot be transmitted for input 1 and 2 are
200 cells and none, respectively. Thus, by using the QLP algorithm,
the traffic that cannot be transmitted is balanced between input 1 and
2 to avoid overflow of the buffer at input 1.

It is very interesting to note that: although QLP does not specify
any explicit rules for buffer management, we can find from the
above example above that QLP inclusively completes the function
of buffer sharing. By using QLP, it seems that the input port with
heavy traffic load can steal the buffer space from the ones with light
traffic load by transmitting more cells from its port and delaying the
transmission of cells from other ports. It is also one of the reasons
why QLP can have lower cell loss ratio than a non-QLP one given a
limited buffer space.

Theorem: The policy for bandwidth assignment for an output port
that follows the proportional rule maximize the throughput of best
effort traffic.

Proof:

Let L=/L;,L;,....L\]J" be the set of virtual buffer lengths of input
ports destined for a same output port.

R=[R}, R;,..., RyJ be the set of the QLP rates.
R(,j,E)=[Ry....(R+E),...(R-E ),..., Ry] be the set of non-QLP
rates with a mismatch rate £ happened at input i and j, respectively,
where ij=1,...,N, 0<& <R;.

Let T2>I be the current time interval for bandwidth allocation
procedure. If 7=/, the bandwidth allocation is performed per time
slot. Also, let S be the allowed transmission time of the best-effort
traffic, and 7-f be the transmission time of the guaranteed traffic.
During each time interval T, the total best-effort traffic transmitted
by using QLP and non-QLP is Sy and Syp, respectively:

Case 1: f<u, in this case, not enough bandwidth is available for
best-effort traffic.

So=RrB

Sno =(Rr —R; —R;)B+min(L;,(R; +£)B) +(R; - &)
IfLi<R+e)f=> E>L;/B-R; ®)
So > Swo

Otherwise: SQ = SNQ

Case 2: [ =p, in this case, there is an exact bandwidth for the best-
effort traffic.

Sop=Rpf =Ly
Sno =Ry = R; = R;) +min(L;,(R; + £) ) +min(L;,(R; - £) f)
=(RT—Ri—Rj)ﬂ+Riﬂ+(Rj_8)ﬂ <SQ

Case 3: f>p, in this case, there is more than enough bandwidth for
all best-effort traffic.

Sg =Rpp =Ly
Sng = (Ly ~ Li ~L;)+ Ly +min(L;, (R, - £)B)
SQ > SNQ
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Otherwise: Sp = Syp

Thus, a non-QLP algorithm cannot transmit more traffic than a
QLP one. |

Corollary 1: The further time delay caused by a non-QPL
algorithm compared to the QPL one is decided by the mismatch rate
&, the time factor L, transmission time of best-effort traffic B, and
related queue lengths L; or L;.
Proof:

Let ¢ be the further time delay caused by a non-QLP algorithm.
Consider the same cases as in the above theorem.

Casel :

6= (Ri+ & )p- L)/ R+ & )=p- p/(1+p E/L) (10)
subject to (8). '

Case 2:

6= EP/R-E)=PAL/(u € )-1) 1)
Case 3:

&= (Ly (R € )B) /(R € )= w(1-1 £/L)- B 12
subject to (9).

From (10)-(12), we can conclude that the further time delay is
decidedby &, u Lior L;. u

C. QLP for a switch

Although QLP maximizes the throughput of best effort traffic,
unfortunately, the QLP rates may not always be approached for a
switch that has multiple output ports limited by condition (6). Thus,
we need to find the working area of the optimal bandwidth
assignment in term of throughput for a switch. Fig. 1 and Fig. 2
show the rate assignment for a 2 by 2 switch under the condition of
Psu and B>u, respectively, where the x- and y-axis represent the
rates assigned to input port i and j, respectively.

C((Li+L%_L%,L%)

A (%9L%)
B (L%’(L,-+L/% B L%)

> x

e

Fig.1. Rate assignment that maximizes best-effort traffic throughput for B<p

y

C(L%’(LﬁL%_L%)

RCAA)
B((LnL%_L%’L%)

» X

Fig.2. Rate assignment that maximizes best-effort traffic throughput for f>p
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As shown in Fig. 1 and Fig. 2, the rates that maximize throughput
take on values on line AB (or AC). Line AB implies a mismatch rate
of £ >0 is added to R; and subtracted from R;; Line AC, on the other
hand, implies that & is added to R; and subtracted from R;. Point A
represents the proportional rates. Although the assigned rates taken
on point B (or C) can also obtain a maximum throughput, they
cannot approach a high utilization of buffers, e.g., taking rate values
on point B, the buffer for input j may be full, and the buffer for input
i will be under utilization.

D. Fairness of OLP

QLP follows the Queue Proportional Fairness (QPF) criterion
instead of the Max-Min fairness. QPF criterion, which employs the
cell loss ratio as the fairness metric, is proposed to efficiently
allocate both buffer space and bandwidth to the best effort traffic.

Although a buffer management scheme such as POT can prevent
misbehaving users from hogging the whole buffer space at each
input port, we still need to limit overloaded users from occupying
too much bandwidth from users in other input ports by setting a
maximum length threshold Ly,. If L; >L,;, we set L; =L,, in equation
M, i=1,...,N.

IV.SIMULATIONS

We use a 4X4 non-blocking crossbar switch to evaluate the
performance of QLP and the Max-Min algorithm. We choose POT
as the buffer management policy to manage the buffer at each input
port for both cases. We assume that all the input ports and output
ports have the same transmission rates, and we normalize the rates
of input ports by dividing them by that of the output ports.

The traffic is generated at each input port as a full-loaded one
with p=1. To evaluate both algorithms in the severe overloaded
condition, we simply assume that all traffic from input 1 goes to
output 1; 50% of traffic from input 2 goes to output 1, and another
50% goes to the output 2; 80% of traffic from input 3 goes to output
3, and the other 20% goes to output 4; half of the traffic from input 4
goes to output 3 and another half goes to output 4. Note that there is
not enough bandwidth for output 1 and 3.
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Fig.3. Comparison of maximum required buffer space using QLP and the
Max-Min algorithm for input 1.



Fig. 3 shows the required buffer space for no cell loss in input
port 1 using the Max-Min algorithm and the QLP algorithm,
respectively. It is shown that, with the same traffic condition, the
switch requires less buffer space at each input port by using the QLP
algorithm than that by the Max-Min algorithm.
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025 "/
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Duration time of overloaded traffic(Multiple of T), where T=100 cell time

Fig.4. Cell loss ratio of input port 1 using QLP and the Max-Min algorithm.
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Fig.5. Throughput of output port 1 using QLP and the Max-Min algorithm.

As shown in Fig. 4, if the buffer space for each input port is
limited to 400 cells, the cell loss ratio using the QLP algorithm is
around 25% to 100% lower than that using the Max-Min algorithm.

The throughput of QLP as shown in Fig. 5 has improved by about
6% as compared to that of the Max-Min algorithm.

V. CONCLUSION

A joint scheduling and buffer management algorithm QLP for
input queued switches is presented in this paper. The allocation of
bandwidth is based on the real traffic queue length as well as the
available bandwidth so that neither buffer space nor bandwidth will
be wasted for possible mismatch between them. Since QLP
considers constrain of the buffer space inside a switch, it can
achieve not only a high throughput but also a low cell loss ratio.
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Another salient feature for QLP is that the heavy load traffic in an
input port can logically share buffers of other input ports although
there are no physical connections among them.

QLP is most suitable for handling congestion caused by the bursty
traffic, hot-spot traffic, and malicious users.
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