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Abstract

The most important factor in configuring an optimum
radial basis function (RBF) network is the appropriate se-
lection of the number of neural units in the hidden layer.
This paper proposes a novel algorithm called the scattering-
based clustering (SBC) algorithm, in which the FSCL algo-
rithm isfirst applied to let the neural units converge. Scatter
matrices of the clustered data are then used to compute the
sphericity for each k, where k is the number of clusters. The
optimum number of neural units to be used in the hidden
layer is then obtained. A comparative study is done between
the SBC algorithm and RPCL algorithm, and the result
shows that the SBC algorithm outperforms other algorithms
such as CL, FSCL, and RPCL.

1. Introduction

The most important consideration in configuring an RBF
network is the determination of the number and centers of
the hidden uonits. An obvious, trivial choice is to have each
of the data correspond to a center, but this is not practical
for a large amount of data. Much research has been
done on the training of RBFs. Broomhead and Lowe [2]
were among the first, using the k-means algorithm to
minimize the number of centers, Other learning methods
proposed include the genetic algorithm [8], the orthogonat
least squares algorithm [6], and the competitive learning
(CL) [3], which is an adaptive version of the k-means
algorithm,

CL suffers from producing ‘‘dead-units,”” and an im-
provement over CL, frequency sensitive competitive learn-
ing (FSCL) (5], alleviates this problem, but it is ineffective
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when the number of clusters is not known a priori. Rival
penalized competitive learning (RPCL) [3] improves FSCL
by introducing a ‘‘rival penalizing force,”” but it is inef-
fective when the number of initial center units is less than
the actual number of clusters with other minor problems.
To determine the optimum number of neural units, a novel
algorithm, scattering-based clustering (SBC), is proposed
in this paper. FSCL is adopted to address the problem of
under-utilized units and the characteristics of scatter matri-
ces are utilized to adaptively determine the optimal number
of neural units.

2. The Radial Basis Function network

An RBF network can be considered as a mapping F' :
R" — R according to

k
F(x) = wo + Y wip(|lx = eill), ¢y
=1
where k is the total number of RBFs, w; are the weights of
the output layer, ¢(-) is the basis function, and ¢;’s are the
centers of RBFs.

The weights of the output layer can be easily obtained
by using either the pseudo-inverse method or the least mean
square (LMS) algorithm if the training set of input x and
the corresponding desired output d are provided. Different
basis functions ¢(-) can be adopted [7]. The most frequently
used basis is the Gaussian function

o(z) = exp(—2?/20%). @
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3. Rival Penalized Competitive Learning

The essential idea behind the RPCL algorithm [3] is
to equalize the average rate of winning for each region,
and it is implemented by letting the second winner of the
competition respond to the input vectors in addition to the
first winner. The second winner is ‘ ‘unlearned’’ by a smailer
learning rate, creating a rival penalizing force. The RPCL
algorithm can be summarized as follows:

Step 1: Randomly choose a sample input vector X among
input data points, and for ¢ = 1,..., %k, where k is the
number of clusters. Determine the winner:

i agllx — ()2 < ol — ei(n)|[P V5 # d
hi = =1 if ay||x — ei(n)|* < ojl|x — ¢;(n)||* V5 # 4,1
0 otherwise,

(3)
where «; is the total number of times that the current first
winner ci(n) has been the first winner, and «; is the total
number of times the current second winner c¢;(n) has been
the first winner.

Step 2: The first winner center vector ¢;(n) and the second
winner center vector c¢i(n) are updated according to

ci(n+1)
aln+1)

ci(n) + e(x — ci(n))h; Q)
a(n) +r(x—ca(n)hi, ()

ll

It

where 0 < ¢, < 1 are the learning and ‘‘unlearning”’
rates, which can also be dynamically reduced to zero.

By unlearning the second winner, a rival penalizing
force is created, which pushes away the second winner, thus
guaranteeing the first winner’s convergence. In order to
demonstrate the inadequacy of RPCL, two cases have been
evaluated: 1) the initial number of neural units is larger than
the actual number of clusters, and 2) the initial number of
neural units is smaller than the actual number of clusters.
To investigate the performance of RPCL, five clusters of
data shown in Fig. 1 (a) are used in these simulations.
Fig. 1 (b), (¢), and (d) illustrate case 1, where initial k = 6.
According to the original paper [3], r < ¢ is suggested.
Thus, initially, r is set to 0.0001 and £=0.05. The simulation
result shown in Fig. 1 (b) shows a disturbing unit at (1.3,
1.3); from r=0.0001 being too small, there is almost no
rival penalizing force. Thus, r is increased to 0.005 with ¢
remaining the same. Fig. 1 {c) shows two center units that are
pushed away by the rival penalizing force. Although exira
units being pushed away is desired, the desired number of
extra units pushed away is one, since the number of clusters
is five. This simulation result reveals that r being too big
creates too much of a rival penalizing force, as opposed to
too little in the previous case. By solely observing results
obtained in Fig. 1 (c), one would probably think that the

optimal number of hidden units is four, since ideally the
rival penalizing force only pushes away the extra center
units. Thus, using this invalid result would produce a sub-
optimum RBF network. After numerous trials and errors, a
viable learning rate of r=0.001 is obtained. Fig. 1 (d) shows
that the extra center unit initialized at (3.1, 3.3) is pushed
away from data patterns converging around (2.0, 2.1). All
other initial center units converge toward the desired centers
of data clusters. Thus RPCL does work with a number of
initial centers larger than the actual number of clusters, but
it is too sensitive to the value of the “‘unlearning’’ rate r,
resulting in the wrong optimum number of hidden units for
the RBF network. Also, some type of post-processing is
needed to determine the extra units from the actual centers.
Fig. 1 (e) illustrates case 2 where initial ¥ = 4, showing
that the center units initialized at (3.1, 3.5), (3.3, 3.5), and
(3.5, 3.5) do converge to the cluster centers, but the center
that was initialized at (3.1, 3.1) becomes a disturbing unit
oscillating between the two clusters because there are not
enough center units to represent all five data clusters.

As illustrated in the simulations, the RPCL algorithm
does work when the number of initial center units is larger
than the actual number of data clusters by pushing away
extra center units with a rival penalizing force, but it is very
sensitive to the value of r. The key problem of obtaining an
optimum number of center units to train RBF networks still
remains, and thus the SBC algorithm is introdaced.

4. Scattering-Based Clustering algorithm

Different clustering criteria functions such as a squared
error criterion, a related minimum variance criterion, and
a scartering criterion [1], have been used for clustering
data. The scattering criterion seems to possess the intrinsic
properties for characterizing clusters. The following nota-
tions, definitions, and analysis are provided to develop the
algorithm,

Definition I - The j th d-dimensional pattern vector in the
K th cluster:

xgk) = [a:g]f) x;’;)]T‘ ©

Definition 2 - The d-dimensional mean vector in the K th
cluster:

m®) = [ T ()
where
1 X k)
mgk) = — acgz . ®
ng

j=1

and nx = the number of patterns in the K th cluster.
Definition 3 - Total mean vector:

KTLK

M= (IS, ©)

k=1j=1
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Figure 1. Results obtained by using RPCL on five clusters of data: (a) Five clusters of data used
in this simulation centered at (-1.0,-1.0), (1.0,-1.0), (-1.0,1.0), (1.0,1.0), and (0.0,0.0); (b) The learning
trace obtained by using RPCL with six initial centers at (3.1,3.5), (3.3,3.5), (3.5,3.5), (3.1,3.1), (3.3,3.1),
and (3.5,3.1), and r = 0.0001; (¢) The learning trace obtained by using RPCL with the same six initial
centers and r = 0.005; (d) The learning trace obtained by using RPCL with the same six initial centers
and r = 0.001; (e) The learning trace obtained by using RPCL with four initial centers at (3.1,3.5),
(3.3,3.5), (3.5,3.5), and (3.1,3.1).
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where

K
n:ZnK. (10)

k=1
Definition 4 - Total scatter matrix and its trace:

K nk

5 =55 — My — m)T (11
k=1j=1
K ng

Tr(s) =3 3 (P -M)T &P -M). a2
k=1j=1

Definition 5 - Total within scatter matrix and its trace:

K ng
Sw = ZZ(xg-k) - m(k))(xfik) —mNT (13)

k=1 j=1
K ng K
k k
Tr(Sw) =y (% ) —m T (B _m(*)) = N
k=l j=1 k=1

(14)
where €2 is the mean squared error at each k.
Definition 6 - Total between scatter matrix and its trace:

K
Sp =Y _ ng(m® - M)(m® -m)T (15
k=1

K
Tr(Sg) = Z ng(m® - M)T(m® —M).  (16)
k=1

Note that S = Sw + Sp and thus Tr(S) = Tr(Sw) +
Tr(Sg).

Using the above definitions, a new criterion called
sphericity, similar to a parameter used for measuring
shape [4], is introduced below.

Definition 7 - Sphericity:

_ Tr(Sw)Tr(Sg) _ Tr(Sw)Tr(Ss)
Sw, Spl = Tr(swv;+ Tr(IZ‘B) T 1)

a7
The above definitions can be used to quantify how well
data are clustered, and various properties will be shown.
Proposition 1. Tr( Sw ) monotonically decreases with &.
Proposition 2. Tr(Sg ) monotonically increases with k.
Proposition 3. v¥[Sw, Sp] monotonically decreases for

k22when%r1((§—v’f}) > 1.

Using the characteristics of scatter matrices, the SBC
algorithm could be summarized as follows:
Step 1: Compute c;(n) using the FSCL algorithm, where
i=1...k

Step 2: Assign input patterns to their appropriate centers
according to,

[l — ei(m)|P < llx = ()| Vi # i

(18)
Step 4: Locate the ‘‘knee’” of the plot of v[Sw , Sg] versus
k, as shown in Fig. 2 (b).

Note that one does not have to guess the initial number
of center units. Each k is tested incrementally and the
optimum number of center units corresponds to the k that
yields the minimum angle of the plot of sphericity versus k,
as shown in Fig. 2 (b). To investigate the performance of
SBC, it is applied to five clusters of data patterns used for
the RPCL simulation shown in Fig. 1 (a). Fig. 2 (b) shows
that v[Sw, Sg] stablizes at k¥ = 5. These simulation results
show that the SBC algorithm is more robust as compared
to RPCL, always producing the optimum number of center
units; whereas RPCL heavily depends on learning rate r and
fails when the number of initial center units are smaller than
the actual number of clusters.

X € if

5. Supervised classification through RBF net-
works

To illustrate the functionality of the RBF network trained
by the RPCL and SBC, the RBF network is utilized to
classify the patterns in a “‘noisy’” XOR problem. The data
patterns used for this XOR classification are centered at (-
1.0, 0.0}, (1.0, 0.0), (0.0, 1.0), and (0.0, -1.0). The deviation
is the same as before, which is 0.2 with 100 patterns in each
cluster. The two clusters centered at (0.0, 1.0) and (0.0,
-1.0) form the first class and the other two clusters centered
at (-1.0, 0.0) and (1.0, 0.0) form the second class. The
basis function of the RBF network is the Gaussian function
shown previously, in equation (2), with o = 0.2.

To examine the RPCL algorithm on training the hidden
layer of the RBF network, where one normally does not
know the actual number of data clusters, the number of
initial center units is set as five, €=0.05, and » = 0.005,
which is a reasonable value between 0 and 1. The result of
the RBF network with these parameters shows a recognition
rate around 52%. Therefore, the RBF network classifies the
patterns correctly only half of the time. The reason for such
alowrate of recognition is because the rival penalizing force
is too strong, which is similar to the simulation results shown
in Fig. 1 (¢), where too much of the rival penalizing force
pushes away more center units than needed. Thus, after
decreasing r several times, the optimum value of » = 0.002
is obtained. The results with this optimum r are shown in
Table 2, with a recognition rate around 98%. The sensitivity
of r is a major hindrance toward obtaining the optimal RBF
network. Table 3 shows the result with initial center units
less than the actual number of clusters simulated with £ = 3
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and r = 0.002. The recognition rate is around 73%. The
obvious reason for the low recognition rate is that there
are not enough RBFs to represent the four data clusters.
Table 4 shows the result of using the SBC algorithm. The
optimum number of neural units for the hidden layer was
found by searching for the k that has the minimum angle
of sphericity, as shown in the previous simulation results,
and the value of center units corresponding to that optimal
k were used. The recognition rate is around 98%.

Table 1. Classification using RPCL with
r=0.005and k = 5.
classified as marginally
class 1 | class 2 | classified as
class 1 176 0 24
class2 || 16 31 153

Table 2. Classification using RPCL with
r= 0.002 and k= 5.

classified as marginally
class 1 | class2 | classified as
class1 || 194 6 0
class2 || O 196 4
:g 100 / \ S . S - _
& 80 L : : e : : [T
wl/ : \g- = inimom angle Table 3. Classification using RPCL with
| ﬁ X r=0.005 and k = 3.
40 B T : :
2"/ N classified as | marginally
o ST Zr S a—Y class I | class2 | classified as
Number of clusters class 1 96 102 2
®) class2 || O 197 3

Figure 2. Results obtained by using SBC on
five clusters of data: (a) The learning trace for
k = 5, with initial centers at (3.6,3.2), (3.2,3.9),
(3.4,3.1), (3.5,3.8), and (3.4,3.7); (b) Sphericity
obtained for five clusters by using SBC for
k=1...10.
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Table 4. Classification using SBC.

classified as marginally
class 1 | class2 | classified as
class 1 197 0 3
class2 || O 194 6

6. Conclusion

Although it has been shown and proved that the RBF
network is faster and more flexible compared to classical
multi-layered neural networks, the major problem toward
using the RBF network is the appropriate selection of
radial basis function centers. To address and solve this
problem, a new learning method based on scatter matrices
and sphericity is developed for the construction of the
optimal RBF network.

From the simulation results, it has been shown that the
RPCL algorithm is inadequate in training the hidden layer
of the RBF network even though it is superior among
competitive learning algorithms. This inadequacy is caused
by sensitivity to the learning rate r, and it failed to work
when the number of center units chosen was smaller than the
actual one. As for the SBC algorithm, it was able to choose
the optimal number of center units by selecting & with the
minimum angle of the sphericity plot and the optimal value
for the center units. By using the characteristics of scatter
matrices, the SBC algorithm is rather robust.
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