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Abstract

We propose a new space priority mechanism, and ana-
lyze its performance in a single CBR server. The arrival
process is derived from the superposition of two types of
traffics, each in turn results from the superposition of ho-
mogeneous ON-OFF sources that can be approximated by
means of a two-state Markov Modulated Poisson Process
(MMPP). The buffer mechanism enables the ATM layer to
adapt the quality of the cell transfer to the QoS requirements
and to improve the utilization of network resources. This is
achieved by “Selective-Delaying and Pushing-In" (SDPI)
cells according to the class they belong to. The scheme is
applicable to schedule delay-tolerant non-real time traffic
and delay-sensitive real time traffic. Analytical expressions
for various performance parameters and numerical results
are obtained. Simulation results in term of cell loss proba-
bility (CLP) conform with our numerical analysis.

1. Introduction

Several special mechanisms for buffer access have been
proposed. They have been used to adapt the cell loss proba-
bility of a given class of traffic to the restrictions of the QoS
needs of the corresponding service. These mechanisms al-
low a selective access to the buffer depending on the traf-
fic class. In [1][2][3], the authors proposed a mechanism,
called Push-Out, which guarantees the buffer access to a
certain class of traffic if the queue is not full, and when it
is full, the arriving cell can replace one with lower prior-
ity. The selection of the lowest priority cell to be rejected is
done according to the chosen replacement algorithm. Other
mechanisms proposed have lower performance but simpler
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buffer management, called Partial Buffer Sharing [4][5][6],
which guarantees the buffer access to a class 2 cell if the
buffer occupancy is less than a threshold, say, S;. Hence,
the highest priority class will be able to access the whole
buffer. In general, these schemes are more flexible and more
protective of high priority cells. However, this performance
gain is always achieved only at the cost of a significant per-
formance degradation of low priority cell loss probability.

Our simple consideration suggests that the traffic can be
categorized into two basic classes: real time traffic (RTT)
and non-real time traffic (NRTT). If a RTT ATM cell is not
delivered to its destination within the maximum delay time,
it would be dropped. The NRTT is more tolerant to delay,
but has more stringent requirement for cell loss probability.
Our model is based on the partial buffer sharing scheme.
The buffer is partitioned by a threshold, set according to the
maximum tolerant delay of RTT. In order to compensate
for the disadvantage of partial buffer sharing scheme, we
can give priority to the delay sensitive traffic over delay tol-
erant traffic selectively. We call such a proposed scheme,
Selective-Delay Push-In (SDPI). In this paper, we make
thorough study of the proposed space priority mechanism
for the case of bursty traffic. The bursty source is mod-
eled by the Markov Modulated Poisson Process (MMPP),
because it is analytically tractable and possesses properties
suitable for the approximation of complicated non-renewal
processes. The rest of the paper is organized as follows.
Section 2 describes the modeling of the space priority mech-
anism; Section 3 presents performance results; finally, some
conclusions are drawn in Section 4.

2. Space priority mechanism
2.1. Source model

The MMPP has been extensively used for modeling ar-
rival rates of point processes, because it qualitatively mod-
els the time-varying arrival rate and captures some of the



important correlations between the interarrival times while
still remaining analytically tractable. The accuracy of
MMPP in modeling an arrival process depends on which
statistics of the actual process are used to determine its
parameters. 2-state MMPP models [7][8][9] and 4-state
MMPP models [10] have been used to approximate the su-
perposition of ON-OFF sources. In [11], the superposition
of ON-OFF sources is approximated by means of a 2-state
MMPP using the Average Matching Technique. This tech-
nique provides good accuracy as compared to simulation
results. In particular, the method weakly depends on the
number of sources.

At first, assume that the superposition of N independent
and homogeneous sources characterized by: 1) the peak bit
rate, Fy; 2) the activity factor, p; 3) the mean burst length,
Lpg. With reference to the ATM MUX, denote C as the net
output capacity, and thus M = [C / F,,J indicates the max-

imum number of sources that can be accommodated in the
MUX, assuming a peak bandwidth assignment. The super-
position of IV such sources results in a birth-death process.
The states of this process are divided into two subsets [9]: 1)
an overload (OL) region, comprising the states M +1,...,N,
where the cell emission rate exceeds the capacity C; 2) an
underload (UL) region, consisting of the remaining states
0, ..., M. Therefore, the two states of the approximated
MMPP can be chosen so that one of them, called OL state,
corresponding to the OL region, and the other, called UL
state, associated with the UL region. Let 7; be the limiting
probability that the number of active sources is j. Then 7;
is given by the binomial distribution. 7rj=(];/)pf(1 —p)N-i
where p is the activity factor of a source. Using the average
matching procedure, the expression for the four parameters
characterizing the MMPP can be determined.

We can adopt this Average Matching Technique for the
superposition of independent heterogeneous ON-OFF, con-
sisting of RTT and NRTT. In our case, the finite capacity
can be shared by two kinds of traffic. A threshold is de-
fined to separate the two state (Low and High) for each
class of traffic. Let Ny be the set of RTT with peak bit rate,
F(1), and N be the set of NRTT with peak bit rate, F,(2).
M denotes the threshold which distinguishes the two states
(low and high load) for RTT, and similarly, M, denotes the
threshold which distinguishes the two states (low and high
load) for NRTT.
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Thus, we can divide into two states for each traffic. That
is,
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- For RTT
low load region (Low(1)): [0, 1, ...,M;]
high load region (High(1)): [M1+1, ...,Nq]

- For NRTT
low load region (Low(2)): {0, 1, ... ,M5]
high load region (High(2)): [Ms + 1, ...,N,}

Four parameters are required to represent the 2-state
MMPP source of each traffic, as shown in Fig. 1, where
Yr1{~vH1) is defined as the mean transition rate out of the
Low load 1 (High load 1) state, and Ar; (A1) is the mean
arrival rate of the Poisson process in the Low load 1 (High
load 1) state for RTT, respectively. Similarly, vr2(vy2) is
defined as the mean transition rate out of the Low load 2
(High load 2) state, and Ap2(Ag2) is the mean arrival rate
of the Poisson process in the Low load 2 (High load 2) state
for NRTT, respectively.

2.2 The SDPI mechanism

In general, the traffic can be categorized into two basic
classes: RTT and NRTT. RTT has a limitation on the max-
imum delay time. If a RTT ATM cell is not delivered to
its destination within the maximum delay time, it would be
dropped. The RTT source may be of CBR or VBR type.
The NRTT is more tolerant to delay, but has more stringent
requirement for cell loss probability.

We modify Partial Buffer Sharing (PBS) scheme by giv-
ing other priority to the delay sensitive traffic over delay
tolerant traffic selectively, and thus called selective-delay
push-in (SDPI) scheme. With this scheme, ATM cells of de-
lay tolerant traffics can be delayed in favor for cells of delay
sensitive traffics. As illustrated in Fig. 2, when the buffer
level is above the threshold, if there exist delay-tolerant
cells within the threshold, an arriving delay-sensitive cell
pushes out the latest arrived delay-tolerant cell and posi-
tions itself at the end of the buffer within the threshold. If
no delay-tolerant cell is within the threshold, an arriving
delay-sensitive cell is discarded.

2.3 SDPI Analysis

The multiplexer is modeled as a finite capacity single
server queue where the arrival process is MMPP, and the
service is deterministic. In our analysis, we make the sim-
ilar assumptions as in [10], which deals with the analysis
of only one traffic type, that significantly reduce the com-
putational complexity involved in obtaining the stationary
distributions at departure points: 1) the probability that the
MMPP goes through multiple state transitions between suc-
cessive departures is negligible, and 2) the state transitions



occur at departure epochs, i.e., if a departure leaves the
MMPP in state 13, the cell arrival rate until the next depar-
ture is A;. Consider a queue using SDPI where the MMPP
consists of K states denoted by i (0 < i < K-1), and the
arrival rates and mean state durations are denoted by A; and
1, respectively. The characteristics of this system will be
determined using an imbedded Markov chain approach. As
in the ordinary M/G/1 queueing system, the service com-
pletion instants are the imbedded points of the underlying
Markov chain. Therefore, a probability vector IT consists
of mi(n1,n2) (0 < ny < 51,0 < ny < Sy, where Ss is the
total buffer size) which is defined by the probability that a
departing cell leaves ny RTT cells and ny NRTT cells in the
system while the MMPP is in state . The total transition
probability matrix of the imbedded Markov chain, denoted
by Q, is formed with K’ MMPP finite states and F finite
buffer states. For example, consider the traffic shown in
Fig. 1, where the RTT and NRTT can be aggregated re-
sulting in a 4-state MMPP process (in this case, K'=4). The
K =4 states are {(Ll,LQ), (L1,H>), (Hy,L>), (Hl,HQ)}. For
a buffer with S;=3 and S2=6, there are F'=22 finite buffer
states corresponding to {{n1, n2} | n; +n2 < 6andng <
3}. Thus,

Qo,0 Qo,1 Qo,x-1
Q1.0 Q11 Q1,k-1

=1 . : . ; (3)
Qr-10 Q@kr-11 QK-1,K-1

where Qj; is a submatrix, and each element of the
submatrix, @;,i((n1,n2), (n],n5)) 0 < j,i < K-1, 0
< n1,n) < 81, 0< ng,nhy < Sy) corresponds to a state
transition probability. That is,

Qj,i((nlaHQ)v (nllvnlz)) = P{(n/17nl2)’.7 ' (nlanZ)’i}

where 7 is the present MMPP state, j is the next MMPP
state, (n1,n2) is the present buffer state, and (n}, n}) is the
next buffer state. The submatrix @;; can be obtained as
follows. Denote A; as the buffer state transition probabil-
ity matrix of the departure point of our system at MMPP
state ¢ (with arrival rate A; and service time At). The tran-
sition probability submatrix @; ; can be simply obtained by
multiplying A; by the probability that the MMPP will not
change its state in At if j = 4, or by the probability that
the MMPP will change its state from j to ¢ in At if j # 4.
Define g;(k, 1) as the transition probability that k RTT cells
and [ NRTT cells can be positioned in the buffer during the
service time (At) while the MMPP is in state i. Denote
g; (k) as the probability of k arrivals of traffic type 1 (i.e.,
RTT) and ¢2(l) as the probability of [ arrivals of traffic type
2 (i.e., NRTT) during the service time, respectively. De-
fine g} (k,1) as the transition probability that more than k
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RTT cells and more than [ NRTT cells are inserted to the
buffer, but only k& RTT cells and only ! NRTT cells can be
positioned in the buffer during the service time (At) due
to the SDPI mechanism. Thus, g;(k, 1) = ¢ (k)ql( ) where
q! Y(k) = (z\,’ﬁt) e—(AlAY) andq,- () = (\: ﬁt) —(A3At) and
AL, A2 are the arrival rates for traffic type 1 and 2, respec-
tively, and A;=A}+\2.

Since at most one cell is served between successive
imbedded points, transitions from n; ton} < n; — 1, from
natony < nz—1, and fromny +ngtoni+nsy < ni+nz—1
are not possible.

Transitions ton} + ny < Sp and nj < Si:

ai(k, 1) = ¢; (k)g; (1) “)
Transitions to boundary:
1. atny +ny < S;andnj =5,
g; (k1) Z g} (n)g; (1) )
2. atn] +ny =Sy andnf =5,
o0
gk, D) = > ql(n)g (1)
n=k
M)
+ Z Z q (n)q? (m)

n=k m=i+1 ntm
n
(6
3. atnf +nhH = Sy and n} < S,

e nj=n —1

q; (k1)

()00
(")

(7

+ Z Zqz(n)q, (m)——

n=k+1m=l

e ny=ny—1

q; (k1)

Zqz 0%

+Y > al(n)gk(

n=k m=I+1



e other cases

n\ [m
k) \ 1
n+m
n
Define the stationary probability vector IT as
{m(0,0), ..., m0(S1, Sz — S1),m1(0,0), ...,

...,7TK_1(0 0), euey 7rK..1(Sl,52 - Sl)}

Then, these stationary probabllltles can be obtained as
follows: IT = I1Q, 21_0 Zm np Ti(m1,m2) =1

To derive the loss probabilities, it is necessary to deter-
mine the probability distribution of the system length (n; +
ny + 1, including the server) from the arrival viewpoint,
which is equivalent to the steady-state probability distribu-
tion p;(n1,ng) [12]. The probabilities must be different
from the former departure-point probabilities m;{n;,n2),
because the state space is enlarged by the state G = So + 1,
where the “1” accounts for the server. Asymptotically, the
number of arriving ATM cells equals the number of depart-
ing cells. Hence, the departure rate must be equal to the
effective arrival rate of ATM cells which are able to join the
system.

g (k1) =

IPILD

n=k m=l

)g; (m)

(€))

l_’i&gﬂ)l = AN{1-) ) pini,na)}
ni1+ na=G
251 .
+/\}{1— Z pi(51+1,n2)
na=0
 SeS
-3 Pi(S1,ma+1) 5 1} (10)
na=0

where p;(n;,ns) is the steady state probability that an
arriving cell sees ny RTT cells and na NRTT cells in the
system while the MMPP is in state i (i.e., from an arrival
point of view)

In general, the arrival point queue length distribution of a
single server queue is identical to the departure point queue
length distribution, given that arrivals and departures occur
singly, i.e., m;(n1,n2) is the state probability seen by a cell
who joins the queueing system [13][14]. Therefore, the fol-
lowing equation (11) holds for the state probabilities just
after a departure.

The following steady-state probabilities can be obtained
by combining (10) and (11).

o for mi+ne < Syorn; <Siandn; +nx < Sz

wi(ny,na)

pin1,n2) = 7:(0,0) + N At
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o for ny =S1andn; +ny <9,

Ai "rz(nl,ﬂz)

Pilmom) = 327760,0) + Me

e for n1+n2=G‘

Z Z _ mi(ny,m2)
(o &3 7:(0,0) + M At

- T T

{n1,n2} € B2

pi(ny,na)

mi(n1,n2)
7r5(0, 0) + \NiAt
12)

The cell loss probabilities are then given as follows:
a) CLP for NRTT

CLPnprT =) ) p(n1,na). (13)
ni+ ne=G
b) CLP for RTT
$2-51-1
CLPrrr = ). plm =5 +1,n)
n2=0
. Sz—S1~‘1
+ =8,na+1
MX::O p(m 1,2 + )S1+1
+CLPnNgTT- (14)

3 Performance results

The performance of the SDPI scheme is evaluated for
two kinds of traffic classes. We choose source parameters
which are characterized by the peak bit rate F},, the activ-
ity factor p, and the mean burst length L. Assume that
the superposition of such heterogeneous ON-OFF sources
are offered to an ATM MUX with the net output link ca-
pacity C. The performance of the MUX is evaluated by the
queueing model with MMPP source and the SDPI priority
scheme. The constant service time of the MUX is given
by 6=53 bytes/C. The net link capacity is assumed to be
150Mbps. It is assumed that call arrival rates of two classes
of traffics are the same. The source parameters used in our
simulations and numerical analysis, which are the same as
in [15), are tabulated in Table 1.

Table 1 Source Parameters
class F, p Lp
RTT 32Kbps | 0.35 | 1400
NRTT | 128Kbps | 0.1 1600




Wi(”lanQ) =

In Fig. 3, cell loss probabilities are plotted as a func-
tion of the mean offered load (RTT and NRTT). Note that
the simulation results conform to our numerical analysis.
The threshold and buffer size are assumed to be 10 and
30, respectively. Fig. 4 shows the comparison between
the SDPI and TBD scheme. It is intuitive to see that SDPI
achieves the performance improvement for RTT (which is
more critical) at the expense of NRTT. As the buffer size in-
creases while holding the threshold fixed, CLPs for RTT re-
main constant, but CLPs for NRTT decreased. Thus, SDPI
outperforms TBD for accommodating RTT, and SDPI may
reach comparable performance as TBD for accommodating
NRTT by increasing the buffer size.

4 Conclusions

We have studied the cell loss performance of an ATM
MUX loaded with a traffic stream from the superposition
of multiple ON-OFF sources in the two-class environment
using the proposed buffer management scheme. By mod-
eling each type of traffic by a 2-state MMPP, we were able
to derive the CLP of the respective traffics (i.e., RTT and
NRTT) using the proposed SDPI space priority scheme.
This scheme is applicable to schedule delay-tolerant NRTT
and delay-sensitive RTT. That is, by delaying the NRTT
cells and pushing in the RTT cells selectively, more RTT can
be accepted within the acceptable QoS requirement (e.g.,
CLP). By provisioning additional priority to RTT traffic,
SDPI compensate for the disadvantage of threshold-based
discarding (TBD) scheme which favors NRTT at an expense
of RTT. Thus, channel utilization is improved for RTT by
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( pl(nl n2)
Al S2~51 S2—-51 1 ’
1~—%Z Zpl nl,ng)——{ sz Sl+1TI2)+ Zp,—(Sl,n2+l)Sl+l}
" ni+ ne=G na=0 npy=0
forny +ny < Syorny < Spandng +ny <S5
2
')\_Lpi(n17n2)
1 S2—-5y S2—~5, 1 ’
1-—2 > pilna,na) - { > piS1+1,m0) + Epz(Sl,nz+1)S +1}
Y4 no=G na=0 n2=0
|  forny =Siandn; +ny <5,

8y

increasing buffer size properly according to this priority
mechanism. Simulations have also validated our numerical
analysis.
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