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SUMMARY The use of fluid Generalized Processor Sharing (GPS) al-
gorithm for integrated service networks has received much attention since
early 1990’s because of its desirable properties in terms of delay bound
and service fairness. Many Packet Fair Queuing (PFQ) algorithms have
been developed to approximate GPS. However, owing to the implementa-
tion complexity, it is difficult to support a large number of sessions with
diverse service rates while maintaining the GPS properties. The grouping
architecture has been proposed to dramatically reduce the implementation
complexity. However, the grouping architecture can only support a fixed
number of service rates, thus causing the problems of granularity, band-
width fairness, utilization, and immunity of flows. In this paper, we pro-
pose a new implementation approach called dual-rate grouping, which can
significantly alleviate the above problems. Compared with the grouping
architecture, the proposed approach possesses better performance in terms
of approximating per session-based PFQ algorithms without increasing the
implementation complexity.
key words: scheduling, high-speed, service rate, granularity

1. Introduction

High-speed, service-integrated packet switches are required
to support a large number of sessions with diverse service
rate requirements. Statistical multiplexing is employed to
improve the throughput of a switch. When multiplexed at
the same output of a scheduler, different sessions interact
with each other, and therefore scheduling algorithms are
used to control the interactions among them.

Based on an idealized fluid model, A.K. Parekh [2] pro-
posed the Generalized Processor Sharing (GPS) algorithm,
which possesses three desirable properties: 1) it can guaran-
tee the latency bound to any leaky-bucket-constrained ses-
sion; 2) it can ensure fair allocation of bandwidth among all
backlogged sessions; 3) it has a certain capability of immu-
nity, i.e., it can isolate well-behaving sessions from disad-
vantageous effects of other misbehaving sessions. However,
GPS is an idealized model and cannot be implemented in
real world. Some service disciplines generally called Packet
Fair Queuing (PFQ) algorithms, which differ in tradeoffs be-
tween implementation complexity and performance in terms
of latency bound and service fairness, have been proposed to
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approximate GPS. In reality, due to the complexity, it is dif-
ficult to implement these disciplines in a scheduler to sup-
port a large number of sessions with diverse service rate re-
quirements while maintaining all desirable GPS properties.

Implementation complexity of PFQ algorithms is de-
termined by the following factors [1]: 1) the calculation
of the system virtual time, which indicates the amount of
normalized service that should be received by each session;
2) sorting the service order of all sessions; 3) the manage-
ment of another priority queue to regulate packets (only if
those algorithms with the “smallest eligible virtual finish
time first,” such as WF2Q [8] or WF2Q+ [6], are adopted as
the service discipline). PGPS [2] and Weighted Fair Queu-
ing [3] use the virtual system time defined by the fluid GPS
model. Both need to track all backlogged sessions, and
hence the worst case complexity is O(N), where N is the
number of sessions. Some other PFQ algorithms, with vir-
tual system time complexity O(1) [4] and O(logN) [5][6],
have been developed. The sorting complexity of most algo-
rithms is O(logN). S. Suri, et al. [7], proposed to use the
van Emde Boas data structure, which has the complexity
of O(log logN). H. Zhang, et al., [6][8] proposed a selection
policy by selecting packets among all eligible sessions. This
selection policy can improve the worst-case delay for clear-
ing the backlog of a session’s queue, but it requires extra
management of another priority queue.

A novel grouping architecture, which can dramatically
reduce the overall complexity, has been proposed in [1]. All
sessions with the same service rate stay in the same group
when they are active. However, this architecture has a re-
striction that only a fixed number of service rates can be
supported.

The above restriction leads to the problem of service
rate granularity. Such a problem may degrade the fairness
of bandwidth allocation among different sessions. We ob-
serve that if bandwidth is not allocated fairly, even though
the scheduling disciplines have integrated traffic regulation
capability [6][8], their immunity capability to protect any
session from other sessions’ negative impact will still be
degraded. Based on the fact that the service rate is essen-
tially the amount of service received in a time interval, in
order to achieve fair bandwidth allocation in the time inter-
val, we propose to provide different service rates to a ses-
sion alternately. With this approach, the number of service
rate groups in the scheduler is not increased, and thus the
implementation complexity remains the same as that of the
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Fig. 1 A cell-based scheduler with the grouping architecture.

grouping architecture. We implement such an approach by
a scheme called dual-rate grouping to enable one session to
switch between two different service rate groups. In such
a scheme, not only the rate granularity but also the fairness
of bandwidth allocation and the immunity capability can be
improved. We also show that the dual-rate grouping is supe-
rior to the original grouping architecture in terms of approx-
imating per session-based PFQ algorithms.

The rest of the paper is organized as follows. In Sect. 2,
we review PFQ algorithms and the grouping architecture.
Some important issues, which arise in the grouping archi-
tecture, are presented. In Sect. 3, we describe the proposed
dual-rate grouping scheme and its implementation. Experi-
mental results presented in Sect. 4 show that performance is
significantly improved with our proposed approach. Finally,
concluding remarks are included in Sect. 5.

2. PFQs and the grouping architecture

PFQ algorithms have a global variable - virtual system time
V (·), which is defined differently for different PFQ algo-
rithms. They also maintain a virtual start time and a virtual
finish time for each session. When the k-th packet of session
i arrives, the virtual start time Si(·) and virtual finish time
Fi(·) of this packet are given as follows:

Si(t) =




max{V (t), Fi(t−)} session i
becomes
active

Fi(t−) pk−1
i

finished
service

(1)

Fi(t) = Si(t) +
Lk

i

ri
(2)

where Lk
i is the packet size of the k-th packet of session i,

and ri is the required service rate of session i.
The virtual system time is updated when a packet starts

to receive service [4] or new sessions become active. All
PFQ algorithms have similar sorted-queue architecture; they
differ in two aspects: 1) the virtual system time function,
i.e., how to update the virtual system time; 2) packet selec-
tion policy.

WF2Q [8] and WF2Q+ [6] algorithms are the optimal
PFQ algorithms in terms of accuracy in approximating GPS
[2]. Both of them guarantee the smallest latency bound
and Worst-case Fairness Index (WFI) among all PFQ algo-
rithms. WF2Q+ is superior to WF2Q in terms of implemen-
tation complexity. Therefore, WF2Q+ algorithm is adopted
to conduct the performance analysis and simulations in this
paper.

A grouping architecture for cell-based schedulers, as
shown in Fig. 1, was proposed to efficiently implement PFQ
algorithms in high-speed cell-based switches [1]. By em-
ploying the Locally Bounded Timestamp (LBT) property
[1], the priority relationship among sessions in the same ser-
vice group can be maintained without sorting. All sessions
with the same service rate requirements are placed in the
same group. The operation of the system can be summa-
rized as follows:

• When a new session p is set up, it is assigned to a ser-
vice rate group according to its rate requirement. The
service rate of the group must be no less than the re-
quirement of session p. At this moment, the first packet
of session p is placed at the tail of its service group.

• The scheduler selects the packet with the smallest vir-
tual finish time to transmit among all sessions in the
heads of service rate groups.

• After a session receives service, if it is still backlogged,
it is placed at the tail of the service rate group; if the
session is temporarily idle or finished, it is taken out
of the service rate group. The next session in the same
group is placed at the head.

• When a session becomes active again, it can be treated
as a new session and placed at the tail of the corre-
sponding group.

In each group, each backlogged session is shifted one
by one to the head of the group, and thus the session with
the smallest virtual start time in each group is always at the
head. Scheduling is performed only among sessions at the
head of each group. Therefore, with this grouping archi-
tecture, the complexity of scheduling and updating of the
virtual system time is reduced. For example, if WF2Q+ is
employed, the implementation complexity is reduced from
O(log N) to O(log M), where N is the number of sessions
and M is the number of service rate groups. In other words,
the complexity of scheduling and updating of the virtual sys-
tem time is decoupled from the number of sessions. Another
key advantage of the grouping architecture is that it is able
to perform per session-based traffic regulation (by the vir-
tual start time) and traffic scheduling (by the virtual finish
time) in an integrated manner, hence reducing the overall
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Fig. 2 The service order of the scheduler with the grouping architecture.

worst-case complexity.
In the grouping architecture, a restriction is introduced:

the scheduler can only support a fixed number of service
rates at any time. In the following, consider an architecture
that supports M service rate groups, and assume, without
loss of generality, that rg1 < rg2 < · · · < rgm

< · · · <
rgM

, where rgm
is the service rate of the m-th group. The

following issues may arise in the grouping architecture:
Granularity issue: if a new session i, with service rate

ri, such that rgm−1 < ri ≤ rgm
, is required to be set up, the

scheduler either declines the request, or may over-provision
it with rate rgm

.
Bandwidth fairness issue: in the grouping architec-

ture, a group service rate corresponds to a weight in the GPS
model. At any time, the bandwidth is allocated according to
the weights of all backlogged sessions. Therefore, this may
cause the issue of unfair bandwidth allocation by providing
session i with service rate rgm

.
For example, assume that a scheduler with the group-

ing architecture can provide service rate 1, 2−1, ..... 2−M+1,
with the normalized output link capacity equal to 1. The
scheduler provides service to three sessions from time 0.
The required service rates are 0.25, 0.375 and 0.375, respec-
tively. Owing to the service rate granularity, to meet the ser-
vice requirements, sessions 2 and 3 are served in the group
with service rate 0.5. Assume that all three sessions are
continuously backlogged from time 0. The service order of
packets is shown in Fig. 2 (assuming WF2Q+ is the service
discipline). Clearly, the service order is periodic with period
of 5 when all three sessions are continuously backlogged in
the interval (0,t). Thus, the bandwidth each session receives,
during (0,t), is 0.2, 0.4 and 0.4, respectively. Therefore, ses-
sion 1 receives less service than requested while sessions 2
and 3 receive more than requested.

Immunity issue: with heavy load, even though all ses-
sions are well shaped and regulated, some sessions could be
adversely affected by other sessions. For instance, in the
previous example, session 1 is affected by sessions 2 and 3,
and therefore its required service rate cannot be guaranteed
during (0,t). Although WF2Q and WF2Q+ have integrated
regulation function, the regulation performance may be de-
graded in the grouping architecture due to granularity.

3. The Proposed Dual-rate Grouping Scheme

In order to alleviate problems induced by the service rate
granularity while maintaining the simplicity of the grouping
architecture, we propose a scheme to improve the service

Fig. 3 Scheduling algorithm in dual-rate grouping.

rate granularity without compromising the implementation
complexity. The main principle of our proposed scheme
is to provide different service rates to a session alternately
while ensuring more accurate throughput in this time inter-
val. Based on this idea, the following new dual-rate group-
ing scheme is developed.

Consider session i with the required service rate ri,
where rgm−1 < ri ≤ rgm

, and assume that, in per session-
based PFQ algorithm, totally K packets in session i receive
service in time interval (t1, t2), and all packets have the
same size L. Then, the service that session i receives in
time interval (t1, t2) is KL. By pumping some packets into
service group gm and the rest to gm−1, we try to achieve the
same amount of service in time interval (t1, t2). If we de-
note by αi the portion of packets allocated to service group
gm and 1−αi portion to service group gm−1, the following
equation must hold:

ri = KL
t2−t1

= KL
αiKLr−1

gm+(1−αi)KLr−1
gm−1

= 1
αir

−1
gm+(1−αi)r

−1
gm−1

Thus, αi can be computed as follows:

αi =
1 − rgm−1r

−1
i

1 − rgm−1r
−1
gm

(3)

Therefore, with Eq. (3), the scheduler can place packets
into different service rate groups accordingly to achieve a
desirable bandwidth.

For session i, three components are introduced to im-
plement the dual-rate grouping scheme: 1) a counter, σi, is
used to record how many packets are transmitted in a pe-
riodic manner; 2) a marker, τi,1, is used to indicate into
which service group the session should be inserted; 3) an-
other marker, τi,2, is employed to indicate when the counter
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Fig. 4 Operation on packet arrival in dual-rate grouping.

should be reset. Thus,

αi =
τi,1

τi,2
(4)

Figure 3 shows the pseudo-code of the scheduling al-
gorithm, while Fig. 4 presents the operation on new packet
arrivals using the dual-rate grouping. Steps 6-11 in Fig. 3
and steps 4-6 in Fig. 4 are additional operations compared
with the original grouping architecture. Note that these ex-
tra operations do not increase the complexity of the PFQ al-
gorithm and memory access in implementation. V (t) can be
updated as V (t + τ ) = max{V (t) + τ, mini∈B(t+τ) Si(t +
τ )}, if WF2Q+ is adopted.

The process of Enqueue session(i,gtemp) (in Fig. 4)
places session i at the tail of the service group gtemp, and
Dequeue session(i)takes session i out of the head of its cur-
rent service group.

In order to maintain the LBT property, the following
cases need to be considered in updating the virtual start time
of each session:

• Session i is backlogged, and there is no need to change
to another service rate group. Then, the virtual start
time Si(t) = Fi(t−), where Fi(t−) is the virtual finish
time of the previous cell in the same session.

• Session i is active again from the idle status, and
there is no need to change to another service rate
group. Then, the virtual start time Si(t) =
max{STail

gtemp
(t), V (t)}, where STail

gtemp
(t) is the virtual

start time of the session at the tail of the same service
rate group.

• Session i is backlogged and needs to change to another
service rate group. Then, the virtual start time Si(t) =
max{STail

gtemp
(t), min{SHead

gtemp
(t) + L

rgtemp
, Fi(t−)}}

where gtemp is the service rate group in which the ses-
sion is inserted and SHead

gtemp
(t) is the virtual start time of

the session at the head of this service rate group.
• Session i becomes active again from the idle sta-

tus and needs to change to another service rate
group. Then, the virtual start time Si(t) =

Fig. 5 Ideal Service Order.

max{STail
gtemp

(t), min{SHead
gtemp

(t) + L
rgtemp

, V (t)}}

4. Experimental results and discussion

In this section, we provide some numerical results to eval-
uate the performance of our proposed scheme and compare
it with the corresponding performance of the grouping ar-
chitecture. To achieve this, two sets of experiments are
performed. In Experiment 1, we demonstrate that, using
the proposed approach, fairer bandwidth allocation can be
achieved and the performance in terms of latency approx-
imates per session-based PFQ better than the grouping ar-
chitecture. In Experiment 2, we demonstrate that, if some
sessions are not well shaped, the integrated regulation func-
tion of WF2Q+ algorithm can be degraded, and the proposed
approach can alleviate the negative impacts of ill behaving
sessions.

Consider the same example described in Sect. 2, then
the ideal service order is shown in Fig. 5.

We have implemented WF2Q+ with per session-based
queuing, WF2Q+ with the grouping architecture, and our
proposed scheme by OPNET. Throughout our evaluation
process, we assume that the output link capacity is R =
8000 cells/second. Three sessions are in service, and the
size of the token buffer is 1024 cells. Since WF2Q+ has the
best performance in terms of approximating GPS, WF2Q+
scheme with per session-based queuing is used as the refer-
ence, i.e., the ideal case.

Note that, in general, rgm+1/rgm
can be any value

larger than 1. This ratio is selected equal to 2, in our exper-
iments, for simplicity in representation and implementation
consideration.

4.1 Experiment 1

In the following, let r1=2000 cells/second, which is 0.25 of
the total output capacity, and r2 = r3=3000 cells/second,
which is 0.375 of the total output capacity. Moreover, as-
sume that each session is shaped by a leaky-bucket, and the
session’s token rate is the same as its required service rate.

Based on Eqs. (3) and (4), we obtain α1 = 1, τ1,1 =
τ1,2 = 1;α2 = α3 = 2/3, τ2,1 = τ3,1 = 2, and τ2,2 =
τ3,2 = 3. With these parameters and the dual-rate grouping
architecture, when all sessions are continuously backlogged,
the service order of all sessions is identical to that with per-
session based WF2Q+ scheme as shown in Fig. 5.

When all sessions are backlogged (for example in time
interval (5s, 10s)), the normalized bandwidths allocated to
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Fig. 6 Bandwidth allocation of session 1 in Experiment 1.

Fig. 7 Bandwidth allocation of session 2 in Experiment 1.

each session should be 0.25, 0.375, and 0.375, respectively,
as shown in Figs. 6 and 7 for session 1 and 2 (since traf-
fic characteristics of sessions 2 and 3 are identical, we only
show session 2 here), because the normalized weights of the
three sessions are 0.25, 0.375 and 0.375, respectively. With
the grouping architecture, as shown in Figs. 6 and 7, the re-
ceived bandwidths should be 0.20 and 0.40, respectively, be-
cause the weights of the sessions are 0.25, 0.50 and 0.50.

Note that the arrival rates of sessions 1 and 2 are
2000 cells/second and 3000 cells/second, respectively, and
the allocated bandwidths are 1600 cells/second and 3200
cells/second, respectively; in other words, session 2 is over-
provisioned, while session 1 is under-provisioned. Thus
session 2 is emptied frequently, and session 1 can receive
more bandwidth when the queue of session 2 is emptied.
Therefore, the allocated bandwidth to each session oscil-

Fig. 8 Delay of session 1 in Experiment 1.

Fig. 9 Delay of session 2 in Experiment 1.

lates. With dual-rate grouping, bandwidths allocated to each
session approximate the ideal case better than the grouping
architecture since session 2 and 3 are getting two weights of
0.25 and 0.50 alternately (because they are placed into two
different service groups alternately), and the average weight
is 0.375. The oscillations as well as its amplitude have been
reduced. When both sessions are backlogged (for example
in time interval (5s, 10s)), the allocated bandwidths of ses-
sions 1 and 2 coincide with the ideal case of per-session
based WF2Q+.

As shown in Figs. 8 and 9, the dual-rate grouping
also approximates per session-based WF2Q+ better than the
grouping architecture in terms of delay. Especially when all
sessions are backlogged (in the interval (5s, 10s)), the curve
of delay of session 1 and 2 are identical with that of per-



642
IEICE TRANS. COMMUN., VOL.E86–B, NO.2 FEBRUARY 2003

Fig. 10 Bandwidth allocation of session 1 in Experiment 2.

Fig. 11 Bandwidth allocation of session 2 in Experiment 2.

session based WF2Q+. This is attributed to the fact that
when all sessions are backlogged, the dual-rate grouping
scheme can allocate more accurate bandwidth to all sessions
than the grouping architecture. Note that, in Fig. 9, the delay
with the grouping architecture is smaller than that of per-
session based scheduler, because session 2 receives more
bandwidth than it should receive when it is backlogged. In
both Figs. 8 and 9, the unit of delay is time slot.

4.2 Experiment 2

In reality, per session-based leaky-bucket shaping may not
be implemented in high-speed schedulers due to implemen-
tation complexity. In this experiment, we assume that ses-
sion 2 is ill-behaving with arrival rate 4000 cells/second, al-
though its required service rate is only 3000 cells/second.

Fig. 12 Delay of session 1 in Experiment 2.

Traffic characteristics of sessions 1 and 3 remain the same
as in Experiment 1.

As shown in Figs. 10 and 11, with per-session based
WF2Q+ scheme, the allocated bandwidths for sessions 1and
2 are 0.25 and 0.375, respectively, implying that this scheme
possesses the capability to protect well-behaving sessions
from the adverse impact of ill-behaving sessions. With
the grouping architecture, the allocated bandwidth of well-
behaving session 1 is adversely affected by ill-behaving ses-
sion 2. As shown in Fig. 12, the delay of session 1 is also
affected (session 3, not shown here, is also similarly af-
fected). The allocated bandwidth and delay of session 1,
with our dual-rate grouping scheme, approximate that of
the per-session based scheme very well. With the group-
ing architecture, as shown in Fig. 11, the ill-behaving ses-
sion 2 receives more bandwidth (0.4) than it should (0.375),
when it is backlogged in time interval (4s, 8s). With the
dual-rate grouping scheme, it receives 0.375, which is ses-
sion 2’s required bandwidth. Therefore, with our proposed
scheme, the delay bounds of sessions can be guaranteed to
be the same as in per-session based WF2Q+ scheme, except
for those ill-behaving sessions. Per-session based WF2Q+
scheme possesses the ability to protect a well-behaving ses-
sion from being affected by ill-behaving sessions and the
ability to regulate those ill-behaving sessions. This immu-
nity capability can be degraded when the grouping archi-
tecture is employed. We demonstrate, in this experiment,
that our scheme can alleviate the adverse affects of those
ill-behaving sessions, and hence significantly improve the
immunity capacity.

4.3 Discussions

Although our proposed scheme can approximate the per-
session based scheme better, the service order may not be
exactly the same as that of the per-session based scheme in
some cases. Thus, in this subsection, we discuss some issues



WEI et al.: CELL-BASED SCHEDULERS WITH DUAL-RATE GROUPING
643

associated with our proposed dual-rate grouping scheme.

4.3.1 Approximation of αi

In the previous experiments, we selected τi,1 and τi,2 to rep-
resent αi exactly. However, due to the limitation of the num-
ber of bits to represent τi,1, τi,2 and counter σi, sometimes
we need to approximate αi with τi,1 and τi,2. Therefore, for
implementation purpose, we propose to select τi,1 and τi,2,
such that

τi,1 − 1
τi,2

< αi ≤
τi,1

τi,2
(5)

Let

α̂i =
τi,1

τi,2
(6)

Thus α̂i is selected to approximate αi.

4.3.2 Admission control issue

In [1], to guarantee that the service rate of each session is
satisfied, the following inequality must hold:

N∑
i=1

ri ≤ R (7)

In our proposed scheme, each session may receive
more bandwidth due to the approximation of αi. Let

r̂i =
1

α̂ir
−1
gm + (1 − α̂i)r−1

gm−1

(8)

By Eqs. (5) and (6), αi ≤ α̂i, then with Eq. (8), we can
obtain ri ≤ r̂i.

Thus, when we employ the following policy instead of
Eq. (7) in the admission control scheme, each session’s re-
quired service rate can be guaranteed.

N∑
i=1

r̂i ≤ R (9)

4.3.3 Delay and delay bound

Compared with the per-session based scheme, the delay
bound of each session will not be increased because the ac-
tual service rate is no less than that it requires, when Eq. (9)
is employed in the admission control scheme. To compare
with the per-session based WF2Q+ scheme, a single packet
could have an extra delay in the following cases: for in-
stance, in the above example, 1) when sessions 2 and 3
receive service in the group with the service rate of 4000
cells/second and session 1 receives service in the group with
the service rate of 2000 cells/second, session 1 receives less
bandwidth than it requires, because session 2 and 3 receive
more bandwidth than required, and thus some packets in ses-
sion 1 will have an extra delay; 2) when sessions 1, 2 and 3
all receive service in the group with the service rate of 2000
cells/second, sessions 2 and 3 receive less bandwidth than
they require, and thus some packets in sessions 2 and 3 will
have more delay.

Fig. 13 Bandwidth allocation of session 1 in Experiment 3.

Fig. 14 Bandwidth allocation of Session 2 in Experiment 3.

4.3.4 The number of groups of service rates

It should be noted that the more the number of service
groups, i.e., the larger M, the better performance in terms
of approximating per-session based scheduler. The reason
is that, with more service groups, more service rates can
be supported, and thus finer service rate granularity can
be achieved, and over-provisioned and under-provisioned
bandwidth can be reduced. Furthermore, we note that it is
possible to use only two service groups, one with the max-
imum service rate and the other with the minimum service
rate, to achieve any required service rate by pumping cells
in these groups alternately. This is an extreme case of the
dual-rate grouping architecture, with M=2. We compare the
performance of such a scheduler and a scheduler with more
service rate groups in the following experiment.
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Fig. 15 Delay of session 1 in Experiment 3.

Fig. 16 Delay of session 2 in Experiment 3.

Experiment 3: R=8000 cells/s, r1=2000 cells/s, r2 =
r3=3000 cells/s. Scheduler 1: per session based WF2Q+
scheduler; Scheduler 2: scheduler with the dual-rate group-
ing architecture, minimum service rate is 7.8125 cells/s,
maximum service rate is 8000 cells/s. There are 11 service
rate groups. Session 1 always stays in group 9 (the service
rate is 2000 cells/s), and session 2 and 3 are switched be-
tween group 9 and 10 (the service rate of group 10 is 4000
cells/s); Scheduler 3: scheduler with the dual-rate group-
ing architecture, however, there are only two service rate
groups, i.e., the minimum rate 7.8125 cells/s and maximum
rate 8000 cells/s.

As shown in Figs. 13 and 14, the bandwidth allocated
to session 1 and 2 oscillate a lot by using scheduler 3. The
reason is that when sessions are put into the maximum rate
group, their bandwidths are all over-provisioned much more
than they require, and when they are put into the minimum
rate group, their bandwidths are under-provisioned much

less than they require. As a consequence, the maximum de-
lay of each session becomes larger, as shown in Figs. 15 and
16. Therefore, more service groups can provide better per-
formance even with our dual-rate grouping architecture.

5. Conclusions

In this paper, we have proposed a new dual-rate grouping
strategy in order to alleviate the problems of granularity as-
sociated with the original grouping architecture. The perfor-
mance evaluation study has demonstrated that the proposed
scheme can approximate the PFQs better than the original
grouping architecture in terms of bandwidth allocation, im-
munity capability, and delay. One of the most important ad-
vantages of our proposed scheme is that its implementation
complexity remains the same as the grouping architecture.
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