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Abstract 
This research addresses a major shortcoming in today’s 
analysis techniques.   Neither structured nor object-
oriented analysis techniques provide a formal process to 
identify relationships in a system being modeled.  
Existing techniques leave the relationship determination 
implicit; they are supposed to appear as a byproduct of 
the other analysis activities.  We propose a 
comprehensive, systematic, domain-independent analysis 
technique, Relationship Analysis (RA), which focuses 
exclusively on a domain’s relationship structure.  RA 
serves two major purposes.  First, it helps users, analysts 
and designers develop a deeper understanding of the 
application domain through making the relationships 
explicit. Second, RA results in fuller and richer 
application analyses and designs. Integration of RA with 
the object oriented analysis techniques like UP can 
provide a complete system architect solution. 

Keywords 
systems analysis, software engineering, relationship 
analysis, UML 

Motivation 
One of the major concerns of current Web applications, 
ranging from e-commerce to e-learning, is to enhance 
users access to relevant information by providing them 
with useful relationships (or links) within and across 
several domains.  To meet this challenge, a significant 
aspect of Systems Analysis and Design involves 
discovering and representing entities and their inter-
relationships.   There are some informal guidelines 
(identify nouns, etc.) and tools (Use Cases, CRC cards, 
etc.) to help with identifying entities or objects.  
However, no defined processes or templates (for 
example, in the Unified Process) or diagrams (for 

example, in UML) exist to explicitly and systematically 
assist in eliciting relationships or documenting them in 
Class Diagrams or ER Diagrams [Beraha & Su 1999].  
The existing techniques leave the relationship 
determination implicit; they are supposed to appear as a 
byproduct of the other analysis activities.   

As further evidence, a vital aspect of hypermedia system 
design is identifying relationships and implementing 
them as links [Fielding et al., 1998].  Yet even in 
hypermedia design methodologies [Christodoulou et al., 
1998, Isakowitz et al., 1995, Koufaris, 1998, Lange, 
1994, Schwabe et al., 1996] where links (which represent 
relationships) explicitly are modeled as “first class 
objects” (as objects with a set of rich attributes), no 
technique exists for eliciting relationships/links explicitly 
during the analysis stage [Yoo & Bieber, 2000b]. 

A domain’s inter-relationships constitute a large part of 
its implicit structure.  A deep understanding of the 
domain relies on knowing how all the entities or objects 
are interconnected.  Relationships are a key component 
of vital design artifacts such as ER diagrams and object-
class diagrams.  These diagrams capture an important, 
but often rather limited subset of relationships, leaving 
much of the domain’s structure out of the design and thus 
out of the model of the system.  While analyses and 
models are meant to be a limited representation of a 
system, we believe the incomplete relationship 
specification is not by design, but rather from the lack of 
any methodology to determine them explicitly.  Many 
analyses thus miss aspects of the systems they represent, 
and often do not convey all the useful information they 
could when passed on to the designers.  It seems that 
formally and rigorously identifying relationships early on 
in the development process has not been a primary 
concern of software engineers in the past.    
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Figure 1. A subset of the relationships around books found through the relationship questions in Table 2, which were based 
on Table 1’s relationship taxonomy. 
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A rich plethora of relationships surround many objects in 
the real world.  E.g., a product may have several 
relationships to its customers, who can purchase it, 
recommend it to others, provide input for modifying it, 
make comments on it, transform it for other uses, dispose 
of it, trade it for other goods, etc.   Often, a typical 
analysis would only capture the first of these.  Figure 1 
presents a subset of the relationships around a book, 
which one may wish to include, e.g., in a library support 
application.  (The full set would be at least half again as 
large [Yoo and Bieber 2000b].)  Note the presence of 
multiple relationships among objects. 

So, how does one go about discovering the relationships 
between objects/classes?  Is it possible?  And once 
discovered, how does one communicate this discovery to 
the designer in a formal manner? Relationship Analysis 
(RA) specifically addresses these concerns and offers 
solutions that we believe fill a vital gap in systems 
analysis. 
RA provides systems analysts with a systematic 
technique for determining the relationship structure of an 
application, helping them to discover all potentially 
useful relationships in application domains and to 
document them effectively.  

RA enhances users’, analysts’ and system developers’ 
understanding of application domains by broadening and 
deepening their conceptual model of the domain.  
Developers can then enhance their implementations by 
including additional links and other representations of the 
relationships. 

RA can be used either to thoroughly describe an existing 
application (or information domain) in terms of its 
relationships, or as part of a systems analysis to 
understand a new application being designed. It provides 
a comprehensive technique to perform a systematic 
analysis for identifying and modeling relationships in a 
generic domain.  

Outline 
We begin by describing the current state of Relationship 
Analysis.  We present the general relationship taxonomy 
that underlies the brainstorming questions employed.  We 
describe conducting an RA analysis and an experiment 
showing its effectiveness.  We close the first part of this 
paper looking at some limitations to RA in its current 
form.  We then turn to our future research agenda RA.  
We present four initial extensions: a theoretically based 
taxonomy, RA templates, RA diagrams and a formal RA 
process.  We then describe integrating RA into current 
systems analysis and design techniques.  We close by 
discussing the contributions and potential impact of this 
research. 

Generalization/ 
Specialization 
 
Self 

Characteristic 
Descriptive 
Occurrence 

Whole-part 
/Composition 

Configuration/Aggregation 
Membership/Grouping 

Classification/ 
Instantiation 
Comparison Equivalence 

Similar/Dissimilar 
 
 
Association 
/Dependency 

Ordering 
Activity 
Influence 
Intentional 
Socio-organizational 
Temporal 
Spatial 

Table 1. RA’s Generic relationships 
 

Generic Relationship Taxonomy 
Table 1 presents RA’s generic, domain-independent 
relationship taxonomy. 

These relationship categories were developed based on a 
very extensive literature review [Yoo 2000] and 
strenuous trial-and-adjustment prototyping.  We believe 
it to be fairly complete. [Yoo 2000] compares RA’s 
taxonomy with 10 other domain-specific taxonomies in 
detail, with additional comparisons with over 20 others.  
RA’s categories encompass all of these other 
taxonomies’ relationships.  This includes, for example, 
object-oriented analysis [Martin and Odell, 1995] (which 
provides RA’s generalization/specialization, whole-part, 
classification/instantiation and association relationship 
classifications). 

Generalization/specialization relationships concern the 
relationships between objects in a taxonomy [Borgida et 
al., 1984, Brachman, 1983, Smith and Smith, 1977].  Self 
relationships include characteristic, descriptive, and 
occurrence relationships. 

Whole-part/composition relationships include 
configuration/aggregation relationships based on 
configuration aspect of the whole-part relationships, and 
membership/grouping relationships [Brodie, 1981, 
Motschnig-Pitrik and Storey, 1995] based on 
membership aspect of the whole-part relationships 
[Henderson-Sellers, 1997, Odell, 1994]. Classification 
relationships connect an item of interest and its class or 
its instance. 
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Comparison relationships break down into 
similar/dissimilar and equivalence relationships, 
involving such relationships as in thesaurus or 
information retrieval [Belkin and Croft, 1987, 
Neelameghan and Maitra, 1978].  
Association/dependency relationships break down into 
ordering, activity, influence, intentional, socio-
organizational, spatial and temporal relationships. The 
term association and dependency could be used 
interchangeably, because every association involves 
some concept of dependency [Henderson-Sellers, 1998]. 
Because association is defined as a relationship that is 
defined by users, there could be no fixed taxonomy for it. 
The association relationship taxonomy is fluid compared 
with other relationships. Current association relationship 
taxonomy is based on our observations, analyses, 
ontologies [Mylopoulos, 1998], and the existing 
classifications [Henderson-Sellers, 1998]. 

Ordering relationships involve some kind of sequence 
among items. Activity relationships are created by 
combining SADT activity diagrams [Mylopoulos, 1998] 
and case relationships [Fillmore, 1968] to deal with 
relationships associated with activities or actions 
abstractly. This relationship could cover any activities 
that involve input or output, and deal with agents and 
objects involved in the activities. Influence relationships 
exist when one item has some power over the other 
items. Intentional and Socio-organizational relationships 
could be identified in intentional and social ontologies 
respectively. Temporal [Allen, 1983, Frank, 1998] and 
spatial [Cobb and Petry, 1998, Egenhofer and Herring, 
1990, Rodriguez et al., 1999] relationships deal with 
temporal and spatial perspectives, respectively. 

Each relationship category can be further broken down 
into lower levels of detail.  [Yoo 2000] details each of 
these and the literature from which each is derived. 

Conducting a Relationship Analysis 
RA begins with a stakeholder (role) analysis and “items 
of interest” (object or entity) analysis.  (For the refined 
technique resulting from the proposed research, use cases 
will provide this and other contextual information.)  For 
each item of interest identified by the domain expert or 
user, the analyst asks a series of questions to elicit the 
relationships around it, which actually often leads to 
discovering additional elements of interest these connect.   

Table 2 gives a series of brainstorming questions that an 
analyst uses to elicit domain information from the user.  
Each set of questions is derived from the lower levels of 
detail for each relationship in the taxonomy, described in 
[Yoo 2000]. For the purposes of this paper, the questions 
in Table 2 are rather condensed and highly generic.   

Obviously they should be tailored to each item of 
interest.  For example, the descriptive relationship 
prompts analysts to ask whether an item of interest has “a 
definition, explanation, set of instructions or illustrations 
available within or external to the system.”  (These are 
all lower-level categories for the generic relationship 
“descriptive.”) The analyst clearly should ask each of the 
questions individually, and in a way that makes the most 
sense to the particular domain expert.  

Generalization/ 
Specialization 

Is there a broader term for this item 
of interest? Is there a narrower term 
for this item of interest? 

Characteristic What attributes and parameters does 
this item of interest have? 

Descriptive Does an item of interest have a 
description, definition, explanation, 
or a set of instructions or 
illustrations available within or 
external to the system? 

Occurrence Where else does this item of interest 
appear in the application domain?  
What are all uses of this item of 
interest? 

Configuration/ 
Aggregation 

Which components consist of this 
item? What materials are used to 
make this item? What is it a part of?  
What phases are in this whole 
activity? 

Membership/ 
Grouping 

Is this item a segment of the whole 
item? Is this item a member of a 
collection? Are these items 
dependent on each other in a group? 

Classification/ 
Instantiation 

Is this item of interest an example of 
a certain class?  If a class, which 
instances exist for this element’s 
class? 

Equivalence What is this item of interest equal or 
equivalent to in this domain? 

Similar/ 
Dissimilar 

Which other items are similar to this 
item of interest?  Which others are 
opposite to it?  What serves the 
same purposes as this item of 
interest? 

Ordering 
 

What prerequisites or preconditions 
exist for this item? What logically 
follows this item for a given user’s 
purpose? 

Activity 
 

What are this item’s inputs and 
outputs? What resources and 
mechanisms are required to execute 
this item? 

Influence 
 

What items (e.g., people) cause this 
item to be created, changed, or 
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deleted? What items have control 
over this item? 

Intentional 
 

Which goals, issues, arguments 
involve this item of interest? What 
are the positions and statements on 
it? What are the comments and 
opinions on this item? What is the 
rationale for this decision? 

Socio-
organizational 
 

What kinds of alliances are formed 
associated with this item of interest? 
Who is committed to it in the 
organizational structure?  Who 
communicates with it or about it, 
under what authority and in which 
role? 

Temporal 
 

Does this item of interest occur 
before other items? Does this item 
occur while other items occur? 

Spatial Which items is this item of interest 
close to?  Is this item of interest 
nearer to destination than other 
items?  Does this item overlap with 
other items? 

Table 2. Sample brainstorming questions emanating from 
RA’s generic relationships 

Experiment 
We conducted an experiment to compare RA with other 
systems analysis techniques.  Object-Oriented Analysis 
(OOA) by Coad and Yourdon was used as the traditional 
OOA method. The subjects were undergraduate students 
enrolled in four sections of a software engineering 
course.  Each section served as one group: one control 
group, one with RA, one with OOA, and one with both 
techniques.  After a training session, the subjects were 
asked to identify the objects and relationships for an on-
line bookstore.  

The number of modeling objects plus the number of 
relationships was used as one of the measures of the 
output quality. More objects and relationships would 
indicate deeper understanding of the application and 
richer representation of the model. Another measure for 
the quality of output was subjective 1-7 scale judgments 
by four expert judges. The criteria of the judgment were 
the extent to which the modeling was relevant to the task 
and whether the modeling included important entities in 
the domain. After the experiment the subjects filled out a 
questionnaire about the usability of the analysis 
techniques.  

The data analysis showed that RA resulted in a 
significantly higher output quality in terms of number of 
entities and relationships. The usability score of RA was 
significantly higher than OOA, which implies that RA is 

easier to use. The information sufficiency and adequacy 
of RA was also significantly higher than that of OOA. 
The results of the experiment confirm that RA can be a 
powerful and easier to use systems analysis technique.  
[Yoo, 2000] describes the experiment, analysis and 
conclusions in detail. 

RA Limitations 
RA, our first cut at a systematic Relationship Analysis, 
has several limitations that we plan to address in the 
proposed research described next. 

While RA was crafted from an extensive literature 
review, and trial and error revisions, it has no theoretical 
basis.  This opens RA up to two criticisms.  First, while 
we believe it can characterize systems thoroughly, we 
cannot claim categorically that it's taxonomy is complete.  
Second, the taxonomy’s categories are not distinct 
enough and relationships sometimes fall under more than 
one.  In part this is because the relationships themselves 
are interrelated [Yoo 2000], especially within the lower 
levels.  (For example, adjacent items found through the 
taxonomy’s ordering relationship could also be found 
through the membership relationship if they are in the 
same group.)  However, because RA is a brainstorming 
technique, it turns out not to matter whether the analyst 
or user discovers a particular relationship using questions 
from one category or another.  What is important is they 
found the relationship in the first place. 

Another limitation is that while RA has a prescribed 
order and set of guidelines for conducting the analysis, it 
has no templates or other well-designed, user-friendly 
tools to assist in elicitation.  All note-taking during the 
analysis is ad hoc.  Similarly, no prescribed format exists 
for recording the results of an RA analysis, including no 
way to cluster, organize or present the relationships and 
new objects found.  RA simply is not a fully-developed 
analysis technique.  Yet analysts still have found it 
extremely useful! 

Extending RA 
In this section we describe our research agenda for 
extending RA.  The proposed research will address the 
aforementioned limitations with RA and re-develop 
Relationship Analysis as a complete and fully usable 
analysis technique that can be integrated with the object 
oriented analysis methodology by developing the 
following four major components: 
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 Cognition (SI) Convergent Production 
(SI) 

Divergent Production (SI) 

Product (SI) Nodes (Hypertext) Convergent Links 
(Hypertext) 

Divergent Links 
(Hypertext) 

Units detail specification elaboration 
Classes collection membership opposition 
Relations proposition association speculation 
Systems summary path branch 
Transformations issue alternative lateral 
Implications observation inference extrapolation 

Table 3: Hypertext Morphology based on Structure of Intellect (SI) Theory, with SI elements in italics and hypertext 
elements in plain text.  [Rao & Turoff 1990; Turoff et al. 1991] 

1. Relationship Taxonomy: A theory-guided 
taxonomy described below will generate the 
categories and brainstorming questions, which 
will help the analyst “discover” all the possible 
relationships among objects and classify these. 

2. Relational Analysis Template (RAT): A form 
designed to capture elicited knowledge about 
the domain. 

3. Relationship Analysis Diagram (RAD): A new 
design tool to help the analyst “formally” 
document all the discovered relationships and 
aid in communicating it to the designer who 
will, in turn, use it as the input to create the 
class diagram. 

4. Relationship Analysis Process (RAP): A formal 
process to facilitate relationship discovery and 
documentation. 

 (1) Relationship Taxonomy: Theoretical Basis 
We intend to develop a new relationship taxonomy 
grounded in theory.  We have preliminarily chosen 
Guilford’s Structure of Intellect (SI) theory [Guilford 
1956, 1967, 1971, 1982] as the basis of our taxonomy 
(though we shall continue to investigate other possible 
theories).   

SI is a general theory of human intelligence.  SI has 
formed the basis for comparing and classifying the 
complete range of tests for intellectual ability.  Guilford 
designed SI with a focus on measuring creativity 
[Guilford 1950], which is an integral aspect of the 
systems analysis and brainstorming activities in general.  
Because RA is a brainstorming elicitation technique, we 
believe that SI will help the analyst and user thoroughly 
explore a domain in a way that fits the way people 
conceptualize.   

Thus we believe that a SI foundation will allow us to 
develop a complete taxonomy of relationships from a 
cognitive, human intellect viewpoint.   Of course, not all 
relationships within a computer application domain have 
something to do with human intellect.  But because SI is 
a complete taxonomy, we believe it will enable analysts 
to elicit as complete a set of relationships (and associated 
objects), as possible, within application domains. 

Initial investigations show the SI categories, using Turoff 
et al.’s adaptation described next, to cover the 
relationships found using RA.  In addition, all RA 
categories fit into the SI theory, though interestingly, 
some become attributes of the other categories.  (This 
could help to explain why there was overlap among RA’s 
categories.) 

Our starting point will be Turoff et al.’s Hypertext 
Morphology based on SI [Rao & Turoff 1990; Turoff et 
al. 1991].  SI has three dimensions: Contents, Products 
and Operations.  Turoff et al. treat all SI types of content 
(visual, auditory, etc.) as one, which reduces a 
dimension. Turoff et al. use three of the five operations 
(cognition, convergent production, divergent production), 
leaving out memory and evaluation.  These latter are 
useful for classifying tests of intellect, but not necessary 
for classifying application domains.  Turoff et al. then 
apply these three operations to the six SI products.  
Hypertext, at its core, concerns nodes (documents and 
other elements-of-interest) and links (relationships).  The 
Hypertext Morphology contains one node, convergent 
link and divergent link for each SI product, as Table 3 
shows. 

Developing RA gave us the experience of developing 
brainstorming questions from relationship categories.  
We expect that the types of questions we shall develop 
using SI to be similar in spirit to those in Table 2.  Turoff 
et al. provide several synonyms for each node and link 
category, which can form the basis of RA’s 
corresponding set of questions.  One difference is that the 
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node synonyms could underlie additional brainstorming 
questions, whereas RA only had questions based on 
relationships.  Node-based questions may pose a useful 
extension for RA. 

(2) Relationship Analysis Templates 
Based on our experience with RA, several kinds of useful 
information come to light during the elicitation process.  
These include relationships, characteristics (metadata) 
about the relationships, new objects (at the other end of 
the relationships), characteristics about these new 
objects, characteristics of the object being focused upon 
for relationship elicitation, as well as general comments 
reflecting insight into context, terminology, assumptions 
and viewpoints. 

The Relationship Analysis Templates will have areas for 
recording each of these, as well as a place for recording 
comments.  We may find it useful to provide another 
form for capturing the latter contextual information that 
arises from the focused communication between analyst 
and user, which RA provides. 

(3) Relationship Analysis Diagrams 
We envision the Relationship Analysis Diagrams to look 
somewhat similar to Figure 1.  Each diagram will show 
all the relationships, metadata and prioritizations (see 
below) around a single object-of-interest (or for complex 
cases, perhaps split a single object’s relationships and 
metadata among several sub-diagrams).  One issue is 
how busy the diagram may become.  We may need to 
prototype several versions before determining the most 
useful format. 

Relationship Analysis Diagrams are the final output from 
RA, and a primary input into the systems design phase.  
Through prototyping and revisions we will determine 
whether (and how) to include all metadata (and relevant 
comments) gathered on the templates with the diagrams.  
Perhaps a version of the templates should accompany 
each diagram for the subsequent design phase. 

(4) Standard Relationship Analysis Process 
We shall develop and refine a fully-useable Relationship 
Analysis Process (RAP) for conducting a Relationship 
Analysis.  We believe it will encompass the following 
three stages, though these are open to refinement based 
on the evaluation described later. 

(a) Context Analysis:  The analyst starts with one or 
more use cases.  This provides the background (context, 
actions and functional requirements) as well as a starting 
set of objects. 

(b) Relationship Elicitation: The analyst will work 
together with the users to elicit the domain relationships 
derived from the new Structure of Intellect-based 
taxonomy.  The analysis will use the new Relationship 
Analysis Templates to ask appropriate brainstorming 
questions and record elicited information.  The elicitation 
will produce a Relationship Analysis Diagram for each 
object showing all its relationships to other elements.    
We also need to develop accompanying full guidelines 
for conducting this analysis, completing the RA 
Templates and drawing the RA Diagrams. 

(c) Prioritization: The analyst and users should feel 
cognitively unbounded during the Relationship 
Elicitation stage, in order to come up with a 
comprehensive map of the domain relationships [Gause 
& Weinberg 1989].  While very useful for understanding 
the domain fully, in practice the designer may need to 
prune the relationships in the subsequent systems design 
phase.  Some relationships may be unnecessary to the 
final application; others may be too costly or difficult to 
implement.  To help the designer in these decisions, the 
analyst and user work together to prioritize each element 
(relationship, object, metadatum) in the Relationship 
Analysis Diagram.  To motivate the user to prioritize, he 
or she could be told that the designer may need to 
constrain the number of relationships (and objects) for 
budgetary reasons.  They then assign each a ranking 
between 1 and 5, where 5 is the most important and 
should be implemented if at all possible, and 1 is the least 
important and can be left out of a final design with no 
detriment.  This will provide important feedback to the 
designer as to the importance of each element in the 
diagram. 

Discussion: Integration into current analysis 
Techniques   
The research and solutions we propose here can be 
seamlessly integrated into both current object-oriented 
(OO) and structured analysis processes to fill the vital 
gap of identifying relationships. 

Object-oriented analysis techniques like Unified Process 
(UP) certainly provide real benefits to the critical early 
stages of application development.  A formal process and 
support to identify and document all relationships of 
interest in a domain, however, is not one of them. The 
UML depicts the interactions between the use-cases and 
the actors utilizing use-case diagrams.  Subsequently, 
class diagrams are developed to depict the relationships 
between the classes that implement the use-cases.  We 
believe that a step is missing and that the transition is too 
abrupt. 
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This also is the case with the structured analysis method. 
One of the most popular analysis tools used in structured 
analysis to capture relationships is the Entity 
Relationship (ER) diagram.  Although an excellent 
technique for portraying the resulting relationships in a 
domain, just as with OO class diagrams, no formal 
techniques exist for identifying the relationships to 
include. 

Thus, existing techniques leave the relationship 
determination implicit.  Relationship analysis fills this 
void by providing a systematic technique to determine 
the relationship structure of an application.  Relationship 
analysis (RA) is geared towards discovering and 
representing entities and their inter-relationships.  The 
relationship analysis process (RAP) provides a 
relationship analysis diagram (RAD) that explicitly 
depicts these discovered relationships using the standard 
Unified Modeling Language (UML) notation. The RAP 
can be integrated into the UML technique between the 
use-case and class diagram identification steps.  Thus, 
RA adds a step to the UML process but provides a 
technique to explicitly determine and depict the 
application’s relationship structure, thereby enhancing 
the UML. 

Concluding Notes 
What RA Isn’t 
We begin this concluding section by summarizing some 
of the things that RA is not.  

RA is not a design technique.  Rather it is a method-
independent analysis technique, which provides useful 
input to the systems design phase. 

RA does not provide algorithms to generate relationships.  
RA is an elicitation technique embodied in a systematic 
procedure (RAP) to support the analysis phase.  In 
follow-on research we hope to investigate automatic 
generation of design documents from the analysis 
documentation. 

RA and the associated support tools presented here are 
intended to provide a high degree of support to the 
analyst and NOT to replace the analyst by totally 
automating the relationship discovery and documentation 
process.  There can be no substitute to the quality and 
expertise provided by the human analyst.  However, we 
believe that RA and the corresponding support 
mechanisms can significantly enhance the effectiveness 
of the human analyst. 

Contributions and Potential Impact 
This research addresses a major shortcoming in today’s 
analysis techniques.  Neither structured nor object-
oriented analysis techniques provide a formal process to 
identify relationships in a system being modeled.  RA is 
the only systematic, domain-independent analysis 
technique focusing exclusively on a domain’s 
relationship structure.  RA will provide a theoretically-
based procedure and tools for conducting a systematic 
analysis. 

RA serves two major purposes.  First, it helps users, 
analysts and designers develop a deeper understanding of 
the application domain (through making the relationships 
explicit).   Second, RA should result in fuller and richer 
application analyses and designs. 

RA also provides the analyst with another tool for 
working with the user to better understand the application 
domain.  Because of its brainstorming/elicitation 
approach, RA should serve as an effective 
communication tool for the user and analyst to develop a 
shared understanding of the domain, and to work out 
differences in terminology, assumptions and viewpoints.  
RA will provide a foundation for users and system 
analysts to communicate throughout systems analysis 
process. 

We expect that RA will become an invaluable tool in the 
toolkit of the analyst irrespective of the software 
engineering approach taken during analysis.  Since RA is 
methodology-independent, it should be equally effective 
in identifying relationships between entities when using 
the traditional structured approach to analysis and 
identifying relationships between objects using object-
oriented methodologies.  RA could very easily become a 
standard extension to the other tools and techniques 
currently available for analysis.  While the analyst is 
working with the user in creating use cases to understand 
the functionality required of the system, e.g., he or she 
also could be conducting RA and documenting it as part 
of the elicitation process. 

Some object-oriented “gurus” hold that spending too 
much effort in trying to identify relationships is counter-
productive.  E.g., while discussing guidelines to creating 
domain models, Larman [2002] states: 
“Associations are important, but a common pitfall in 
creating domain models is to spend too much time during 
investigation trying to discover them... Too many 
associations tend to confuse a domain model rather than 
illuminate it.  Their discovery can be time-consuming, 
with marginal benefit.” 

We address these concerns by providing the tools and 
techniques to make an extensive relationship analysis 
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useful and practical.  We believe that using RA will 
produce a richer understanding of relationships in less 
time than the comparable informal processes currently 
followed.  Further, our prototyping of the tools will 
address whether a plethora of relationships tends to 
confuse or enlighten. Finally, our evaluation should show 
that RA significantly improves the software development 
process. 

One thing that became clear from using RA was that 
many applications (with and without Web interfaces) had 
many fewer links that users would find useful.  This 
occurs for several reasons [Bieber and Vitali, 1997; 
Bieber and Yoo, 1999]. Few analysts explicitly think in 
great detail about their applications’ interrelationships.  
In part, few existing applications have a rich link 
structure that could be an example for analysts and 
designers.  In part, few tools exist that help system 
developers to think of an application in terms of its 
relationships [Bieber, 1998].  Until the advent of recent 
World Wide Web standards such as XLINK, Web 
browsers did not support the easy display of multiple 
links from a single link anchor (e.g., underlined blue text 
in Netscape).  With time, this now will become more 
commonplace.  We believe that RA will provide the tools 
and help change the mindset of analysts and designers to 
include multi-headed links in applications. 

RA will significantly enhance the systems analyst’s 
effectiveness, especially in the area of relationship 
discovery and documentation, which will result in the 
development of higher quality software applications that 
consistently meet users’ needs.  
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