Tests of Significance

Who would not say that the glosses [commentaries on the law] increase doubt and

" ignorance? It is more of a business to interpret the interpretations than to interpret
the things.

~~MICHEL DE MONTAIGNE (FRANCE, 1533~1 592)!

JTRODUCTION

fas it due to chance, or something else? Statisticians have invented zesss of
ljicance to deal with this sort of question. Nowadays, it is almost impossible
id' a research article without running across tests and significance levels.
ore, it is a good idea to find out what they mean. The object in chapters 26
28 is to explain the ideas behind tests of significance, and the Ianguage.
he limitations will be pointed out in chapter 29. This section presents
iple. .

ose that a senator introduces a bill to simplify the tax code. The senator
his bill is revenue-neutra)l: on balance, tax revenues wiil stay the same,
lation models are used to evaluvate the impact of such bills, and tests
ce come in. Although the details are complicated, the idea is simple.
iluate the senator’s claim, the Treasury Department will use a computer
000 representative tax returns. Each return shows the total tax payable
1d rules. From the detailed information on the form, the Treasury can

¢ tax under the new rules and then look at the change:

change = tax under new rules — tax under old rules,
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Signs matter. A plus-sign means that with the new rules, the Treasury would
collect more from the taxpayer; a minus-sign, they would collect less. The
sepator thinks that on average, the pluses and minuses will balance.

In our (partly hypothetical) example, the work has been done on a pilot
sample of 100 forms chosen at random from the file.? The sample average camc
“out to —$219, so it looks like the new rules would cost the Treasury soni
money. But the standard deviation was guite large, at $725. A congressional aide
is discussing these results with a Treasury official.

Aide. First off, T don't believe the SD. How can it be that much bigger than
the average?

Treasury. Well, tax returns are all over the place. Some people pay nothing.
That's about 20% of the returns, right there. Some pay a few thousaid
dollars. And some pay a few hundred thousand. The numbers have
really long tail.3 The new rules make big changes for some taxpaycis
and have no impact on others. Believe me, we went over the progrium
with a fine-tooth comb. It’s right.

Aide. Now I suppose you're going to tell me that our proposal isn’t revenim:
neuiral after all.

Treasury. If the bill passes, we lose around $200 per retorn. You may not think
that’s serious, but there are maybe 100 million returns. So we’re talkinj
about $20 billion. Or more.

Aide. Wait a minute. You only did this with a sample of 100 forms, right"

Treasury. Right.

Aide. And you keep telling me that the SD was $725. So this $219 Ik uf
a fraction of an SD. That’s chance variation if T ever saw il.

Treasury. No, no. We need the SE, not the SD. To compute the SE, we sli
have a box model. The box has 100,000 tickets, one for each retuf
the file: the number on the ticket shows the change for that (K]
We drew 100 tickets at random for our sample. The data arc llke (§
100 draws.

Alde. OK. So what does that tell ns?

Treasury. What we're atguing about is the average of the 100,000 tieketd
box. You say that’s $0. We say it's negative.

Aide. And we say that by the luck of the draw, you got toco many b
numbers in your sample. That's why the average of your s
negative. '

Treasury. Well, that's where the SE comes in. To compute the SH
would need the SD of the box.

Aide. But you don’t know that.
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Treasury. Right. So we use the SD of the data to estimate the SD of the box.
Alde. That seems reasonable. Where do we go from there?

Treasury. The SE for the sum of 100 draws from the box is \/m X $725 =
$7,250. That’s the likely size of the chance error in the surm across all
100 sample forms, We’re looking at the average, so we divide through
by 100, and we get $7,250,/100 ~ $72.

Aide, So?
Treasury. Well, suppose for a moment that you're right and the average of the

box is really $0. Then you have to expect the average of the sample to
be around $0. But we got ~$219. That’s 3 SEs below your expected .

value:
—$219 — %0 -
872
Aide. Hmmm.

Treasury. We have enough draws here so that we can use the normal approxi-
mation. The area to the left of —3 under the normal curve is about 0.1
of 1%. You're talking about 1 chance in 1,000,

Aide. curve come in? The histogram for

Maybe, but where does the normal
the data sure doesn’t look normal.

Treasury. Right, but we're using the normal curve on the probability histogram
for the average of the draws.

Alde. OK, I see what you’re doing now,

asury. You can insist that the average of the box is $0, like the senator wants
it to be. Or you can agree with us that it's negative. But if you stick
with $0, you need a small miracle to explain the data—the sample
average only has 1 chance in 1,000 to be that far below $0.

Maybe I give up for now. What do you think the impact of the new
rules would be?

ry. We think the new rules would make us lose about $200 per return,
“That may not be a huge difference, but it’s real. I mean, you can’t just
dismiss the sample average as chance variation.

first pass at testing is now complete. The issue in the dialog comes up

a skeptic might say

ance variation. The skeptic can be fended off by a chance calculation,

jalog. This calculation is called a test of significance. The key idea: if
ied value is too many SEs away from its expected value, that is hard to
chance. Statisticians use rather technical language when making this
ment, and the next couple of sections will introduce the main terms:
P-valye?

esis, alternative hypothesis, test statistic, and
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Exercise Set A

1. Fill in the blanks. In the example of this section:
(a) The Treasury model had tickets in the box, and draws were
made, Options: :
100 1,000 10,000 100,000
(b) The SD of the box was .. $725. Options:
~ known to be estimated from the data as
(c) The —$219 is an value, Options:
observed expected

. In the example of this section:

{a) Mr. Jones would pay $3,292 under the new rules and $3,117 under the ol
rules. His ticket would be marked . Fill in the blank, and explain
briefly.

(b) Ms. Smith’s ticket is marked —$753, Is she better off under the new rulex
or the old? Explain briefly.

. In the dialog, suppose tax collections for the 100 sample forms average 5. 182
under the new rules and $5,217 under the old rules, but the SD of the (10
differences is still $725. Who wins now, the Treasury official or the congressionn
aide? '

. A dieis rolled 100 times. The total number of spots is 368 instead of the expeciol
350. Can this be explained as a chance variation, or is the die loaded? -

A die is rolled 1,000 times. The total number of spots is 3,680 instead ol the:
expected 3,500, Can this be explained as a chance variation, or is the die londui]

The answers to these exercises are on p. A91.

2. THE NULL AND THE ALTERNATIVE

In the example of the previous section, there was sample datd
taxpayers. Both sides saw the sample average of ~$219. In statistical 8h
the —$219 was “observed.” The argument was about the interpretatlon;
the sample forms tell us about the 100,000 forms in the whole file? Th
official claimed that the observed difference was *“real.” That may BOUI
course —$219 is different from $0. But the question was whether th
just reflected chance variation (as the aide said) or whether the:ng
made a real difference—for all 100,000 forms in the file.

In order to convince the aide, the Treasury official set uj
the problem. The null hypothesis and the alternative hypothe
about the box. Each hypothesis represents one side of the argur

« Null hypothesis—the average of the box equals $0.
« Alternative hypothesis—the average of the box is less ]
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In the dialog, the congressional aide is defending the null hypothesis. Ac-
cording to him, the sample average has an expected value of $0; the observed
value turned out to be —$219 Just by the luck of the draw. The Treasury official
was arguing for the alternative hypothesis; she thinks the average of the box is
negative, Her argument in a nutshell: the sample average is so far below $0 that
the Congressional aide almost has to be wrong. Both sides agreed that the data
were like 100 draws from a box. They disagreed about the average of the box.

draws were

00

The null hypothesis expresses the idea that an observed difference
is due to chance. To make a test of significance, the null hypothesis
has to be set up as a box model for the data. The alternative
hypothesis is another statement about the box; it says that the .

der the old
{7 un difference is real.

wnk, and explain

ier the new rules . . . A
The terminology may be unsettling; the “alternative hypothesis” is often

what someone sets out to prove. The “null hypothesis” is then an alternative (and

dull) explanation for the findings, in terms of chance variation. However, there
Is no help for it; the names are completely standard.

Every legitimate test of significance involves a box model. The test gets at

the question of whether an observed difference is real, or just chance varation. A

- al difference is one that says something about the box, and isn’t Just a fluke of

anpling. In the dialog, the argument was about the 100,000 numbers in the box,

not the 100 numbers in the sample. A test of significance only makes sense in a

febate about the box. This point will be discussed again in chapter 29, section 4,

; average $5,182
SD of the 100
he congressional

d of the expected
raded?

30 instead of th
is the die loadnd?

v) none of the above

~—— hypothesis says that the sample difference is just due to chance;
e hypothesis says that the sample difference points to a real difference,
the blanks. Options: null, alternative,

dialog of section 1, the Treasury official needed to make z test of significance

e,
she knew what was in the box but didn’t know how the data were going to

turn out, or _
lie knew how the data had turned out but didn’t know what was in thc_a

0%
one option, and explain briefly.

log, the null hypothesis says that the average of the
ample, box.

ple data for -
istical shortil
retation: WHiL
ile? The

is $0.
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5. One hundred draws are made at random with replacement from a box. The average
of the draws is 102.7, and their SD is 10. Someonc claims that the average of the
box equals 100. Is this plausible? What if the average of the draws is 101.1?

The answers to these exercises are on p, A9L

3. TEST STATISTICS AND SIGNIFICANCE LEVEL§

In the dialog of section 1, the Treasury official made a box model for ihe
data. For the sake of argument, she temporarily assumed the null hypothesis 10
be right (the average of the box is $0). On this basis, she calculated how niwy
SEs away the observed value of the sample average was from its expected valie:

—$219 — $0 _
$72

This is an example of a test statistic.

-3.

A test statistic is used to measure the difference between the data
and what is expected on the null hypothesis.

The Treasury official’s test statistic is usually called z:

observed - expected
SE

Z=

Tests using the z-statistic are called z-fests. Keep the interpretation in mind

z says how many SEs away an observed value is from {8 ¢X«
pected value, where the expected value is calculated using th&%
nutl hypothesis. ;

It is the null hypothesis which told the Treasury official to use $0 a8 |
mark, and not some other number, in the numerator of z. That is tha
where the null hypothesis comes into the procedure. Other null hypio
give different benchmarks in the numerator of z. The null hypothesi
us the SD of the box; that had to be estimated from the data, in of
the SE in the denominator of z.

The z-statistic of —3 stopped the aide in his tracks. Wh
dating? After all, 3 is not a very big number. The answer, of
area to the left of —3 under the normal curve is ridiculously S1
of getting a sample average 3 SEs or more below its expected
1 in 1,000.
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ym a box, The average
hat the average of the
e draws is 101.17

P = = = 1in 1,000
(From the table, the area is 0.135 of 1%: rounding off, we get 0.1 of 1%; this is
0.1 of 0.01 = 0.001 = 1/1,000.)

The chance of 1 in 1,000 overwhelmed the aide, and forced him to concede
that the new rules would reduce the tax collections—not Jjust for the sample but
for all the forms in the file. This chance of 1 in 1,000 is called an observed
significance level. The observed significance level is often denoted P, for prob-
ability, and referred to as a P-value. In the example, the P-value of the test was
about 1 in 1,000.

Why look at the area to the left of —3? The first point to notice: the data
could have turned out differently, and then z would have been different too. For
instance, if the sample average is —$239 and the SD is $590,

7= '.—$239 - $0 o
$59
. This is stronger evidence against the null hypothesis: 4.1 SEs below $0 is even

. Worse for the aide than 3 SEs. On the other hand, if the sample average is —$162
find the SD is $630,

: a box model for the
the null hypothesis to
calculated how many
ym its expected value:

-4.1

stween the data

_ %162 -$0
Z——-@"— 2.6

il is weaker evidence. The area to the left of —3 represents the samples which
even more extreme z-values than the observed one, and stronger evidence

, jion in mind,
rpretation in the nuil hypothesis.

is from its ex»

alated using the The observed significance level is the chance of geiting a test

statistic as extreme as, or more extreme than, the observed one.
he chance is computed on the basis that the null hypothesis is
flght. The smaller this chance is, the stronger the evidence against

to use $0 as Ui the: null.

can be summarized as follows:

erved - zxpcctzd’\ P = .
SE -

g statistic z depends on the data, so does P. That is why P is called
Significance level.




482 TESTS OF SIGNIFICANCE [CH. 26)

At this point, the logic of the z-test can be seen more clearly. It is an
argument by contradiction, designed to show that the null hypothesis will lead
to an absurd conclusion and must therefore be rejected. You look at the data,
compute the test statistic, and get the observed significance level. Take, for
instance, a P of 1 in 1,000. To interpret this number, you start by assuming that
the null hypothesis is right. Next, you imagine many other investigators repeating
the experiment. What the 1 in 1,000 says is that your test statistic is really far
out: only one investigator in a thousand would get a test statistic as extreme as, of

- more extreme than, the one you got. The null hypothesis is creating absurditics,
and should be rejected. In general, the smafler the observed significance level,
the more you want to reject the null. The phrase “reject the null” emphasizes U
point that with a test of significance, the argument is by contradiction.

Our interpretation of P may seem convoluted. It is convoluted, Unforin
nately, simpler interpretations turn out to be wrong. If there were any justice in
the world, P would be the probability of the null hypothesis given the data. How
ever, that is wrong: indeed, P is computed using the null. Fven worse, according
to the frequency theory, there is no way to define the probability of the null hy-
pothesis being right. The null is a statement about the box. No matter how often
you do the draws, the nuil hypothesis is either always right or always wrony,
because the box does not change. (A similar point for confidence intervalx I
discussed in section 3 of chapter 21.) What the observed significance level piveli
is the chance of getting evidence against the null as strong as the evidence di
hand—or stronger—if the null is true. :

The P-value of a test is the chance of getting a big test statistic—
assuming the null hypothesis to be right. P is not the chance of
the null hypothesis being right.

The z-test is used for reasonably large samples, when the normal appit
mation can be used on the probability histogram for the average of the dig
(The average has already been converted to standard units, by z.) With &
samples, other techniques must be used, as discussed in section 6 below,

Exercise Set C

1. (a) Other things being equal, which of the following P-values is best {t
hypothesis? Explain briefly. ;
0.1 of 1% 3% 17% 32%
(b) Repeat, for the alternative hypothesis.

2. According to one investigator’s model, the data are like 50 draws
from a large box. The null hypothesis says that the average of the
the alternative says that the average of the box is more than 100
the draws is 107.3, the SD is 22.1, and the SE for the sample av

z=(107.3 — 100)/3.1 = 235 and P = 1%.
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True or faise, and explain:
(2) If the null hypothesis is right, there is only a 1% chance of getting a z
bigger than 2.35,
(b) The probability of the nu)l hypothesis given the data is 1%.
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3. True or false, and explain;

(2) The observed stgnificance level depends on the data.
(b} If the observed significance leve] is 5%, there are 95 chances in 100 for the
alternative hypothesis to be right,

4. According to one investigator’s model, the data are [ike 400 draws made at random
from a large box. The nuil hypothesis says that the average of the box equals 50;
the alternative says that the average of the box is more than 50, In fact, the

data averaged out to 52.7, and the SD was 25, Compute z and P. What do you
conclude?

5. In the previous exercise, the null hypothesis says that the average of the ___
is 50. Fill in the blank, using one of the options below, and explain briefly,

box sample

0. In the dialog of section 1, suppose the Treasury official has only taken a sample
of 10 forms. Should she use the normal curve to compute P? Answer yes or no,
and explain briefly.

7, Many companies are experimenting with “flex-time,” allowing employces to
- choose their schedules within broad limits set by management.® Among other
things, flex-time is supposed to reduce absenteeism, One firm knows that in the
past few years, employees have averaged 6.3 days off from work (apart from va-
ontions). This year, the firm introduces flex-time. Management chooses a simple

+t statistic— fandom sample of 100 employees to follow in detail, and at the end of the year,
st statis f !;[mse employees average 5.5 days off from work, and the SD is 2.9 days. Does
e chance 0 1lils mean that flex-fime reduced absenteeism? Or is this a chance variation?
eat exercise 7 for a sample average of 5,9 days and an SD of 2 9 days
the normal appro} Nswers to these exercises are on pp. A91-92,
c

i, by z.) With &
tion 6 below,

P the null hypothesis, in terms of a box model for the data;

& test statistic, to measure the difference between the data and what
pected on the null hypothesis;

ute the observed significance leve] P.

he test discussed so far is the “one-sample z-test,” which is based
_ tic. {Two-sample z-tests will be covered in chapter 27.) There
of the box ST #loits” based on the f-statistic (section 6 below), “y-tests” based on

= ' (chapter 28), and many others not even mentioned in this book.
ests follow the steps outlined above, and their P-values can be
1¢ same way,
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It is natural to ask how small the observed significance level has to be before
an investigator should reject the null hypoth/es‘fs. Many statisticians draw the line
at 5%.

o If P is less than 5%, the result is called staristically significant.
There is another line at 1%.
« If P is less than 1%, the result is called highly significant.

These somewhat arbitrary lines will be discussed again in section 1 of chapter 29.

Do not let the jargon distract you from the main idea. When the data arc
too far from the predictions of a theory, that means trouble. In statistics, the null
hypothesis is rejected when the observed value is too many SEs away from the
expected value.

Exercise Set D

1. True or false:
(a) A “highly significant” result cannot possibly be due to chance.
(b) If a difference is “highly significant,” there is less than a 1% chance for the
nufl hypothesis to be right. :
(c) If a difference is “highly significant,” there is better than a 99% chance uf' &
the alternative hypothesis to be right.

2. True or false:

(a) If P is 43%, the null hypothesis looks plausible.
" (b) If P is 0.43 of 1%, the null hypothesis looks implausible.

3. True or false:

(a) If the observed significance level is 4%, then the result is “statigtliE
significant.” ;

(b) If the P-value of a test is 1.1%, the result is “highly significant.”

(¢) If a difference is “highly significant,” then P is less than 1%.

(d) If the observed significance level is 3.6%, then P = 3.6%.

(&) If z = 2.3, then the observed value is 2.3 SEs above what is exj
the null hypothesis.

. An investigator draws 250 tickets at random with replacement from
is the chance that the average of the draws will be more than 2 SEs dl
average of the box?

. Oneé hundred investigators set out to test the null hypothesis tha
the numbers in a certain box equals 50. Each investigator take
random with replacement, computes the average of the draws, all
The results are plotted in the diagram on the next page: inve
statistic of 1.9, this is plotted as the point (1, 1.9); investigator
of 0.8, this is plotted as (2,0.8); and so forth. Unknown to thal
nul! hypothesis happens to be true.

(2) True or false, and explain: The z-statistic is positive W
the draws is more than 50.
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wvel has to be before

(b} How many investigators should get a positive z-statistic?
icians draw the line

(c) How many of them should get a z-statistic bigger than 2? How many of
them actually do?

(@) Iz =2, whatis P?

‘gnificant.
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ZERO-ONE BOXES

The z-test can also be used when the situation involves classifying and
nting. It is a matter of putting 0’s and 1’s in the box {section 5 of chapter 17).
This section will give an example. Charles Tart ran an experiment at the Uni-

isity of California, Davis, to demonstrate ESP7 Tart used a machine called

Aquarius.” The Aquarius has an electronic random number generator, and

ible.

esult is “statisticall

L . gets.” Using its random number generator, the machine picks one of the 4
significant at random; it does not indicate which. Then, the subject guesses which
m{‘an,l%' was chosen, by pushing a button. Finally, the machine lights up the target
?'tht is expect@ _ d, ringing a bell if the subject guessed right. The machine keeps track of
: : . Umber of trials and the number of correct guesses.
from a bos _ _ t selected 15 subjects who were thought to be clairvoyant. Each of the
znt from 3

made 500 guesses on the Aquarius, for a total of 15 X 500 = 7,500

flEvoyant abilities whatsoever, they would still be right about 1/4 of the

is that the other words, about 1 /4 X 7,500 = 1,875 correct guesses are expected,
- takes 233 hance. True, there is a surplus of 2,006 — 1,875 = 131 correct guesses,
ws, and i

vestigatol:.;

¢ assumed that the Aquarius generates
- 50 each of the 4 targets has 1 chance in 4 to be chosen.
med (temporarily) that there is no ESP: a guess has 1 chance in 4 to
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“The data consist of a record of the 7,500 guesses, showing whether each
one is right or wrong. The null hypothesis says that the data are like 7,500 draws
from the box

[0] [0l [0] 1 = right, 0= wrong

The number of correct guesses is like the sum of 7,500 draws from the box. Thix
completes the box model for the null hypothesis.

The machine is classifying each guess as right or wrong, and counting the
number of correct guesses. That is why a zero-one box is needed. Once the null
hypothesis has been translated into a box model, the z-test can be used:

_ observed — expected
SE

The “observed” is 2,006, the number of correct guesses. The expected numbhey
of correct guesses comes from the null hypothesis, and is 1,875. The numerator
of the z-statistic is 2,006 — 1,875 = 131, the surplus number of correct guesscs,

Now for the denominator. You need the SE for the number of covrect
guesses. Look at the box model. In this example, the null hypothesis (clin
you exactly what is in the box: a 1 and three 0’s. The SD of the box iu

0.25 X 0.75 = 0.43. The SE is /7,500 X 0.43 = 37. So
7=131/37=35

The observed value of 2,006 is 3.5 SEs above the expected value. And P is il
small:

Z

= 2 in 10,000

3.5

The surplus of correct guesses is hard to explain away as a chance varii
Of course, this doesn’t prove that ESP exists. For example, the Aquarius iy
number generator may not be very good (section 5 of chapter 29). Or the nif
may be giving the subject some subtle clues as to which target it picked; ;
may be many reasonable explanations for the resuits, besides ESP. Bul
variation isn’t one of them. That is what the test of significance shows,
the ESP example. -

The same z-statistic is used for ESP as for the tax example:

observed — expected
SE

Although the formula is the same, there are some differences be
in this section and the z-test in section 1.

1) In section 1, the SE was for an average; here, the SE is
correct guesses. To work out z, first decide what is “observed!
Are you dealing with a sum, an average, a number, or a per
you which SE to use in the denominator. In the ESP exam
correct guesses was observed; that is why the SE for the nu
denominator, as indicated by the sketch at the top of the nex

esti
nuil
poir
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humber Ndmber
> = obsewedv-“ expected
SE

for number

2) In section I, the SD of the box was unknown;
estimate it from the data. With the ESP example, the S

quantitative qualitative given estimated
cr_lassifyfng & counting)

Sum average humber percent

3) With the Treasury example, there wa
box; its average was negative, With the ESP example, there is no sensible way
10 set up the alternative hypothesis as a box model. The reason: if the subjects
U0 have ESP, the chances for each guess to be right may well depend on the

Hicomes of previous trials, and may change from trial to trial, Then the data
Il not be like draws from a box 8

“4) In section 1, the data w

§ an alternative hypothesis about the

ere like draws from a box, because the Treasury
ample of forms; the argument was only about the
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2.

3.
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As part of a statistics project, Mr. Frank Alpert approached the first 100 students
he saw one day on Sproul Plaza at the University of California, Berkeley, and
found out the school or college in which they enrolled. His sample included 53
men and 47 women, From Registrar’s data, 25,000 students were registered at
Berkeley that term, and 67% were male. Was his sampling procedure like taking
a simple random sample?

Fill in the blanks, That will lead you step by step to the box mode! for the null
hypothesis. (There is no alternative hypothesis about the box.)

(2) There is one ticket in the box for each

person in the sample student registered at Berkeley that term

(b) The ticket is marked for the men and for the women.

(¢) The number of tickets in the box is and the number of draws
is . Options: 100, 25,000.

(d) The null hypothesis says that the sample is like . .maden
random from the box. (The first blank must be filled in with a numbet; the
second, with a word.) .

(e) The percentage of 1’s in the box is . Options: 53%, 67%.

(This continues exercise 2.) Fill in the blanks. That will lead you step by step 0
zand P.

(a) The observed number of men is

(b) The expected number of men is .

(c) If the null hypothesis is right, the number of men in the sampie iy ke

the . of the draws from the box. Options; sum, average.
(d) The SE for the number of men is .
@ z= and P =

. (This continues exercises 2 and 3.) Was Alpert’s sampling procedure like tukif

a simple random sample? Answer yes Or o, and explain briefly.

. This also continues exercises 2 and 3.

{a) In 3(b), the expected number was

computed from the null hypothesis estimated from the dili
(b) In 3(d), the SE was .

computed from the null hypothesis estimated from the dif

. Another ESP experiment used the “Ten Choice Trainer.” This is like the A
but with 10 targets instead of 4. Suppose that in 1,000 trials, a subject ¢
correct guesses.
(a) Set up the pull hypothesis as a box model.
(b) The SD of the box is _Fill in the blank, using one 0O
below, and explain briefly. '

4/0.1 X 09 /0,173 X 0.827

1.

{c) Make the z-test.
{d) What do you conclude?

A coin is tossed 10,000 times, and it lands heads 3,167 time;
heads equal to 50%? Or are there too many heads for that?

() Formulate the null and alternative hypotheses in terms




100 students
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(b) Compute z and P.
{©) What do you conclude?

8. Repeat exercise 7 if the

coin lands heads 3,067 times, as it did for Kerrich
(section 1 of chapter 16),

2239%2—0=2.25, P=1%

(@) She seems to be testing the null hypothesis that the average of the ___
is 20. Options: bex, sample,
(b) True or false: there is about a 1%
right,
Explain briefly.

chance for the nul) hypothesis to be

average for that?

Discuss briefly; formulate the nuil hypothesis as a box model
(There is no need to formulate an altemnative h
decide whether the nuil hypothesis telis you
to estimate the SD from the data.) ,

; compute z and P,
ypothesis about the box; you must
the SD of the box: if not, you have

five pairs of stores
» matched according to such characteristics as location and sales

j Ong-run sales? (Formulate the nul] hypothesis
30X model; there is no alternative hypothesis about the box.)

Brs-to these exercises are on pp. A92-94.




