Questions are based on Sauer except where noted

Section 0.1: Question is like:

(1) Rewrite the polynomial 
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 in nested form and evaluate at 
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. Use the nest.m program to check your answer. How many operations (additions, multiplications) would this calculation take using the most basic method? How many operations does it take using the nested form? 

(2) Use the nest.m program (somewhat cleverly) to evaluate 
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Section 0.2: Question is like:

(3) Write the binary representation of 3/5 to 5 places after the decimal point. Find the absolute and relative error.

Section 0.4
(4) (like Atkinson) Use 5 digits rounded at each step to approximate 
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where x=1, 100 and 100,000

a. Directly

b. Cleverly to avoid loss of significance

c. Give the relative error in each case
(5) (an example from Atkinson) Use 5 digit rounding to approximate the roots of 
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2610

xx

-+=

 
a. Directly

b. Cleverly to avoid loss of significance

c. Give the relative error in each case
Section 1.1
(6) Sauer 3a Find an interval of length 1 on which the solution to 
[image: image6.wmf]3
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 lies and perform two steps of Bisection to obtain an estimate within 1/8 of the true value. Use the bisect code to get an approximation within 0.001 of the answer. How many steps does it take? Write a one sentence conclusion noting how close your function is to zero at the root.
(7) Sauer 3b Find an interval of length 1 on which the solution to 
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 lies and perform two steps of Bisection to obtain an estimate within 1/8 of the true value. Use the bisect code to get an approximation within 0.001 of the answer. How many steps does it take? Write a one sentence conclusion noting how close your function is to zero at the root.

(8) Suppose we want to know what interest rate we would need to achieve (assuming constant interest rates) such that the initial deposit of $50,000 and annual contribution of $10,000 will grow to $1,000,000 in 20 years. Thus we need to solve
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 for the interest rate, r. Find a reasonable interval on which the solution ought to lie and use the bisection code to find r to within 1e-6. Write a one sentence conclusion to your work.

(9) (Based on Atkinson #11 p. 77) What curves would you sketch to get a feel for where the smallest positive solution to 
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must lie? Find such an interval. How many steps of the bisection method are needed to guarantee you are within 10-9 of the true root? (Do not solve for the root).
(10) Use the bisection code to approximate a root of 
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  on the interval [1, 4]. Write a one sentence comment on your result.
(11) Use the bisection code to approximate a root of 
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  on the interval [4, 6]. Write a one sentence comment on your result.

(12) Find the root(s) of 
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Section 1.2

(13) (A&H) Consider solving for the root of 
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using the iteration scheme  
[image: image14.wmf]1
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. For which initial guess values x0 is the method guaranteed to converge according to the theory? Find the next 4 iterates using x0=0.

(14) (A&H) In solving for
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, we consider the equation 
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. For what value(s) of c is the iteration scheme 
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guaranteed to converge to the positive root, 
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, for a starting guess close enough to the root?

(15) (A&H) What, if any, are the solutions of 
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? Which, if any of these solutions, does the iteration scheme 
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 converge to for a starting guess close enough to the root?

(16) (Sauer) Find all fixed points of 
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and whether this iteration scheme is locally convergent to each of those roots. Confirm using the fpi code.

(17) (Sauer) Which of the following fixed point iteration schemes converge to 
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 ? Rank them from worst (slowest or converge to the wrong value) to best. Confirm using the fpi code.


a. 
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b. 
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c. 
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Section 1.3


(18) (Sauer) Find the forward and backward error for the following functions, where the root is 1/3 and the approximate root is 0.3333

(a) 
[image: image27.wmf](

)

31

fxx

=-

 
(b) 
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Section 1.4
(19) Sauer 3a from section 1.1. Find a whole number that is a reasonable initial guess for the 
[image: image31.wmf]3
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 lies and perform two steps of Newton’s Method. Use the newton code to get an approximation within 1e-6 of the answer. How many steps does it take? Write a one sentence conclusion comparing with the result you got for bisection.

(20) Sauer 1c computer problem. Use Newton’s Method to find the solution of 
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 to within 1e-6. Write a one sentence conclusion.
(21) (Like problem (8) above). Suppose we want to know what interest rate we would need to achieve (assuming constant interest rates) such that the initial deposit of $50,000 and annual contribution of $10,000 will grow to $1,000,000 in 20 years. Thus we need to solve
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 for the interest rate, r. Find a reasonable starting guess and use the newton code to find r to within 1e-6. Write a one sentence conclusion to your work comparing with the result when you used bisection.

(22) What considerations might you have in using Newton’s method to solve for a root of  
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 = 0 using initial iterate  x0=1? Would it be more convenient to use another method? Explain.
(23) (A&H) Find the mth roots of 2 where m=3, and m= 5 to within 10-6 by solving 
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. Produce a column of the iterates, a column of the error at each step (i.e. | true value – this iterate| or 
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) and the ratio of the errors (i.e. 
[image: image37.wmf]2

1

/

ii

errorerror

-

). The values in these last 2 columns should be pretty close indicating the Newton’s method greatly reduces the error each step.

(24) Suppose you are using Newton’s method for 
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with a starting guess with error no more than 0.4 units. Suppose further that 
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for all values of x within 1 unit of the root. After 3 steps of Newton’s method, you are then guaranteed to be within how many units of the true root. (That is, find a good upper bound for the error after 3 steps of Newton’s method).

(25) Use Bisection and Newton’s Method to approximate the root at x=0 for
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 . Which works better and why? Devise a way to modify Newton’s Method to make it better for this problem.
(26) Sauer number 6. A 10-cm high cone contains 60 cm3 of ice cream, including a hemispherical scoop on top. Find the radius of the scoop to within 1e-4 using Newton’s Method.

(27) Sauer number 11. The ideal gas law for a gas at low temperature and pressure is PV=nRT, where P is the pressure (in atm). V is the volume (in L), T¸is the temperature (in oK), n is the number of moles of gas, and R=0.0820578 is the molar gas constant. The van der Waals equation 
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 covers the nonideal case where these assumptions do not hold. Use the ideal gas law to compute an initial guess, followed by Newton’s Method applied to the van der Waals equation to find the volume of one mole of oxygen at 320oK and a pressure of 15 atm. For oxygen, a=1.36 L2-atm/mole and b=0.003183 L/mole. Present your initial guess and sequence of iterates. Write a concluding sentence.
Section 1.5 Secant Method

(28) Sauer 3a Find an interval of length 1 on which the solution to 
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9

x

=

 lies and perform two steps of the Secant Method to obtain an estimate of the true value. Write a computer code to get an approximation within 0.001 of the answer. How many steps does it take? 

Do the same for Regula Falsi. Write a one sentence conclusion comparing the number of steps needed with bisection, secant and regula falsi.

(29) Sauer 3b Find an interval of length 1 on which the solution to 
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 lies and perform two steps of the Secant Method to obtain an estimate of the true value. Use your Secant code to get an approximation with 0.001 of the answer. How many steps does it take? 

Do the same for Regula Falsi. Write a one sentence conclusion comparing the number of steps needed with bisection, secant and regula falsi.

Other Chapter 1

(30) For a starting guess close enough to the root, 
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, does the iteration scheme: 
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converge and if so, what is the order of convergence? If the order of convergence is 1, by roughly what factor is the error reduced at each step.
Chapter 2 Linear Algebra
(31) (2.2 4a in Sauer) Solve by hand using Gaussian Elimination with back substitution:
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Then solve by finding the LU factorization. 

Finally solve using partial pivoting.
(32) (6 in Sauer) If your computer completes a 5000 equation back-substitution in 0.005 seconds. Use the approximate operation counts n2 for back substitution and 2n3/3 for elimination to estimate how long it will take to perform a complete Gaussian elimination of this size.

(33) Use your Gaussian elimination code on the system hilb(n) * x=b  where b is the right hand side when x is the column vector of n ones (ones(n,1)). How large does is n when the solution starts going bad? Do the same using the partial pivoting code. Is there any difference?
(34) Find the LU decomposition of 
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(35) Use Gaussian Elimination to find 
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Then consider the solution for values of 
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(36) Consider the set of equations: 
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Find the exact solution.


Find the solution using Gaussian Elimination keeping 3 digits (chopping) at each
step. 

Find the forward and backward error.

Then Find the solution using Gaussian Elimination keeping 5 digits (chopping) at  

each step. Find the forward and backward error.

Now, find the solution keeping 7 digits (chopping) at each step. Find the forward 
and backward error.

Finally switch the order of the rows and solve using 3 digit and 5 digit chopping. Find the forward and backward error

(37) Use 2 steps of Jacobi’s Method and Gauss-Seidel with initial guess being the zero 
vector to solve: 
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Use the Jacobi code in the text to run enough steps to guess the answer. Check 

that this is the correct answer.

Find the eigenvalues of the respective T matrices to find their spectral radiuses. 

The norm of the error vector at step k+1 should be approximately the spectral radius of T times the norm of the error step k.  (That is, convergence should be linear when the method works).

Switch the order of the equations and use 2 steps of Jacobi and Gauss-Seidel with the same starting guess. What happens to the convergence (you can use the Jacobi code) and why?

(38) Rearrange the equations of: 
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 so that Gauss-Seidel and Jacobi’s 
methods will be guaranteed to converge to the correct solution. Use the Jacobi 
code to solve it and confirm by using your Gaussian Elimination code.
(39) Consider the nonlinear system: 
[image: image57.wmf]1

2

12

12

21

9

21

9

x

x

e

xx

e

xx

-

-

-+=-

-++=-

 
[image: image58.wmf] Use initial iterate
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 and two iterations of Newton’s Method to improve the result.

Chapter 3 Interpolation
Note that: 

The maximum (in magnitude) of 
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The maximum (in magnitude) of 
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Spline equations:
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(40) Given the data points (0, 2) and (1, 1) find the equation of the line (linear 

interpolating function) through these points (no need to simplify)

(a) Using Lagrange Polynomials.

(b) Using Newton’s Divided Difference.

(c) To check that these are the same find the approximate value of y when x=0.4
(41) Given the data points (0, 2)  (1, 1)  and (3, 5) find the equation of the curve through 


these points (no need to simplify)

(a) Using Lagrange Polynomials.

(b) Using Newton’s Divided Difference.

(c) To check that these are the same find the approximate value of y when x=2

(42) Find the equation of the quadratic polynomial (quadratic interpolating function) that 

passes through (0, 1) (1, 3) and (2, 5) Use either Lagrange Polynomials or 

Divided Differences. (You need to simplify). Comment on the result.


(43) If 
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Find 
[image: image73.wmf](

)

(

)

(

)

(

)

0123

LxLxLxLx

+++

. 
Explain.
(44) (Sauer) How many polynomials of degree 2 pass through the four points (-1, 3), 

(1, 1), (2, 3) and (3, 7)? Find one if possible.

How many polynomials of degree 3 pass through the four points (-1, 3), 

(1, 1), (2, 3) and (3, 7)? Find one if possible.

How many polynomials of degree 6 pass through the four points (-1, 3), 

(1, 1), (2, 3) and (3, 7)? Find one if possible.

(45) (Sauer) Consider the interpolating polynomial for 
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 with interpolation 

nodes x=0, 2, 4, 6, 8, 10. Find an upper bound for the interpolation error at x=1 

and x=5.
(46) (A&H) If a table is to be constructed of values of 
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should the spacing between the x values be to guarantee that piecewise linear 

interpolation will give an error of no more than 10-6?

(47) (A&H) If a table is to be constructed of values of 
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on 
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should the spacing between the x values be to guarantee that piecewise quadratic 


interpolation will give an error of no more than 10-6?

(48) (A&H) If a table is to be constructed of values of 
[image: image79.wmf]x

on 
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the spacing between the x values be to guarantee that piecewise linear 

interpolation will give an error of no more than 10-6? Compare the error bounds 

near x=1, x=50, and x=100.

(49) (Sauer) Find P(0), P(x) is the degree 10 polynomial that is zero at x=1, 2, 3, …, 10 


and satisfies P(12)=44.

(50) (Sauer) Can a degree 3 polynomial intersect a degree 4 polynomial in exactly 5 


points? Explain.

(51) Consider the points (0, 1) (1, 1) and (2, 5). 

a. Find the piecewise linear interpolating function through these points and the value it gives at x=1.5.

b. Find the quadratic interpolating function through these points and the value it gives at x=1.5.

c. Find the natural cubic spline through these points and the value it gives at x=1.5.

d. Plot the functions in parts a, b, and c on the same graph.

(52)  Verify that:
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 is a cubic spline on [0, 3]. Is it 

natural or clamped? If clamped, what are the conditions at x=0 and at x=3.

(53) Find, if possible, the values of a, b, c, and d such that the function
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is a cubic spline.


(54) (Sauer) Find 
[image: image83.wmf](

)

(

)

'0 and '3

SS

 for the cubic spline


[image: image84.wmf](

)

(

)

(

)

(

)

3

1

23

2

3

01

  on  

13

113121

bxx

x

Sx

x

bxxx

ì

++

££

ï

=

í

££

+-+---

ï

î


(55) If a section of a cubic spline 
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 on [a, b] what conditions must the next 
section of the spline,  
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(56) If a car travels along a straight road from one point to another from a standing start 

at time t=0 to a standing stop at  time t=1 and the distance along the road is 

sampled at certain times between t=0 and t=1, which type of cubic spline (natural 

or clamped) will be most appropriate for modeling this situation? Explain.

Numerical Integration and Differentiation

Some formulas that maybe be useful:


Trapezoidal Rule:
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 with one step error bound  
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Simpson’s Rule 
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with one step error bound  
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(57) Use the Trapezoidal Rule and Simpson’s Rule to approximate the value of integrals 

in parts a, and b  using n=2 (that is points 
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 ) and n=4. 

Then write a MATLAB code to approximate the value of all the integrals with 

n=2, 4, 8, …, 512 using the Trapezoidal Rule and Simpson’s Rule. 

Find the errors and the ratios by which the errors decrease. Comment on the 

results as to whether the reduction in the errors follows the theoretical rates 

(order 
[image: image97.wmf]2

h

 for example). Display your results in tabular form.
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(58) The Midpoint method is the same as the “rectangle rule” of Calculus 1 using the 

midpoint in x of each rectangle. Find the degree of precision for this method.
(59) Derive what is called Boole’s Method for integration by finding an integration 

scheme on [-2h, 2h] of the form 
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that has the highest possible degree of precision. What is the degree of precision?
(60) Determine the degree of precision of the method 
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(61) A. How small must the grid spacing, h, be such that using the Trapezoidal Rule to 

compute 
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gives an error no more than 10-8 using the error bound? So how 
many grid points are needed? How would the the grid spacing, h, change if the asymptotic error were used instead of the error bound?
       B. How small must the grid spacing, h, be such that using Simpson’s Rule to 


compute 
[image: image102.wmf]3
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gives an error no more than 10-8 using the error bound? So how 

many grid points are needed? How would the the grid spacing, h, change if the asymptotic error were used instead of the error bound?

(62) The following results come from applying the Trapezoidal Rule and Simpson’s Rule
 to evaluate 
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	h
	Trapezoidal
	Simpson

	1
	2.756108597
	2.849170437

	1/2
	2.746208162
	2.742908018

	1/4
	2.746647510
	2.746793959

	1/8
	2.746763015
	2.746801517


Use Richardson Extrapolation to improve these results as much as possible given 
that these methods have error terms of the form:
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 (63) Determine the constants, 
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, so that 
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is exact for 

all polynomials of as large a degree as possible. What is the degree of precision?

(64) Determine the constants, 
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, so that 
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 is exact for all 

polynomials,
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,  of as large a degree as possible. Find the degree of precision?
(65) A. For the forward difference method 
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, find the error terms 


through h6. That is, write 
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term with h6.

        B. For the centered difference method 
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, find the error 


terms through h6. That is, write 
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term with h6.

        C. Use these 2 methods to compute the first derivative of 
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 at x=0 using

h=1,  h=1/2 and h=1/4. Use two steps of Richardson extrapolation to improve the results.

        D. Use these 2 methods to compute the first derivative of 
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)

x

fxe

=

 at x=0 using

h=1,  h=1/3 and h=1/9. Use two steps of Richardson extrapolation to improve the results.

(66) Just like the Trapezoidal Rule and Simpson’s Rule can be derived by integrating the 
Lagrange Polynomial through 2 points or 3 points respectively over the 
appropriate interval, so can differentiation formulas be derived by taking the 
derivative of the appropriate Lagrange Polynomial. 

A. Write the Lagrange Polynomial through 
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and take its derivative to derive a formula for 
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B. Write the Lagrange Polynomial through 
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derive a formula for 
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(67) Use the method of Undetermined Coefficients as we did in class, i.e. let
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to derive the same formula as in  (66 B)

Ordinary Differential Equations
(68) Consider the ODE Initial Value Problem 
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(use 

the positive square root):
A. Use Euler’s Method with step size h=1 to approximate Y(3) by hand. 

B. Use the Second Order Taylor Series Method with step size h=1 to approximate Y(3) by hand.

C. Use the Second Order Runge Kutta Method called the Explicit Trapezoidal Rule:
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with step size h=1 to approximate Y(3) by hand. 

(69) Consider the ODE Initial Value Problem 
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(use 

the positive square root) [Use MATLAB in all parts]. Note that the exact solution is 
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. In each case (parts A. B. C. and D.) validate the error order by making a table and recording the error ratios (coarser error / current error).
A. Use Euler’s Method with step sizes h=1, ½, …1/512 to approximate Y(3). 

B. Use the Second Order Taylor Series Method with step sizes h=1, ½, …1/512 to approximate Y(3)

C. Use the Second Order Runge Kutta Method called the Explicit Trapezoidal Rule:
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with step sizes h=1, ½, …1/512 to approximate Y(3)

D. Use the Fourth Order Runge Kutta Method


[image: image129.wmf](

)

(

)

(

)

1

21

32

43

11234

,

,

22

,

22

,

22

6

ii

ii

ii

ii

ii

vfxw

hh

vfxwv

hh

vfxwv

vfxhwhv

h

wwvvvv

+

=

æö

=++

ç÷

èø

æö

=++

ç÷

èø

=++

=++++

 

with step sizes h=1, ½, …1/512 to approximate Y(3)

(70) Consider the differential equation, 
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Use Euler’s Method, Second Order Runge Kutta (Trapezoidal Method) and Fourth Order Runge Kutta to compute approximations for 
[image: image131.wmf](

)

1

Y

for:


[image: image132.wmf]4.5 and 1/2,1/4,...1/32

2.5 and 1/2,1/4,...1/32

1.5 and 1/2,1/4,...1/32

h

h

h

a

a

a

==

==

==


The exact solution is 
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. Compute the error ratios to determine the order 

of convergence in each case.

(71) Consider the ordinary differential equation 
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Write this ODE as a system of first order ODEs with appropriate initial 
conditions. Use 1 step of the 4th order Runge-Kutta method on your system to 
compute
[image: image135.wmf](3)
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 for the ODE. 

(72) Analyze the stability of the scheme 
[image: image136.wmf](

)

(

)

111

,,

nnnnnn

yyhfxyhfxy

+++

=++


for 
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 . That is find the inequality that h 

must satisfy in order for this one-step method to be stable. Solve your inequality 

to find the appropriate range of step size so the method will be stable. 

(73) Investigate the stability of the multi-step method 
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I.e. is it Strongly stable, weakly stable or unstable.

Extra credit: analyze the method to find the error in 
[image: image140.wmf]1
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 if the current and 

previous values of y are exact.
(74) In this problem, we will derive the Adams-Bashforth Two-Step method and the

Adam-Moulton One Step Method. Recall that in class we discussed how to derive multi-step methods by matching up terms of the Taylor Series, but there was one arbitrary parameter. Here we’ll find the specific one called Adams-Bashforth and Adams-Moulton.

(a) If we know the values 
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 and desire to approximate 
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then we can write the Lagrange Polynomial f vs. x through the points 
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 then show that the Lagrange Polynomial is the line 
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. Work out the details here to arrive at the Adams-Bashforth Two-Step (where 
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(b) For the Adams-Moulton method we know the value 
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and want to approximate
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but since the method is implicit we use 
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 in our derivation. Here, we again write the Lagrange Polynomial f vs. x through the points 
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. Work out the details to arrive at the Adams-Moulton One Step Method.

(75) Show that the Midpoint Method 
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 and Heun’s 

Method 
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 give the same result for the ODE 
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(76) For the multi-step method 
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 find the
equations that must be solved to find a, b  and c so that the method has the highest order possible. Solve only for a and determine whether the method is strongly stable, weakly stable or unstable.

(77) For the ODE 
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determine all equilibrium solutions of y. For 

each of these values set up Euler’s Method and find the step size constraint (for values of h) such that the method will converge to that equilibrium solution / fixed point for c close enough to that value.
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