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ABSTRACT
We propose a secure and resilient WSN roadside architec-
ture for intelligent transport systems which supports the
two complementary services accident prevention and post-
accident investigation. Our WSN security architecture is
stimulated by the understanding that WSN roadside islands
will only be rolled-out and used when hardware costs are
close to the minimum. We provide a purely software based
security solution which does not rely on costly HW compo-
nents like road side units (RSU) or tamper resistant modules
on sensor nodes. We use existing components, but also de-
scribe protocols that may be of independent interest.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless Communication; C.2.2
[Computer-Communication Networks]: Network Pro-
tocols—Applications

General Terms
Algorithms, Design, Experimentation, Security

Keywords
wireless sensor networks, vehicular ad-hoc networks, security

1. INTRODUCTION
We foresee that in the near future, two types of wireless

networks will operate in an integrated manner aiming at
an increased level of public safety and liability; Vehicular
Ad Hoc Networks (VANET)s and Wireless Sensor Networks
(WSN)s.

On the one hand vehicular-to-vehicular communication
within a VANET is close to reality: The upcoming RF stan-
dard IEEE 802.11p as well as the actual DSRC channel allo-
cations in the higher 5.8 GHz band for various public safety
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services clearly indicate the next step towards a real civilian
usage of VANETs. Hereby, we point out that for the VANET
adapted secure WSN middleware architecture proposed in
this work it is insignificant whether car-to-car communica-
tion is indeed multi-hop, e.g. based on position-based rout-
ing like Greedy Perimeter Stateless Routing (GPSR) with
a position service like GPS/Galileo, or whether the com-
munication is envisioned to be in a single-hop manner and
basically purely relying on local broadcast.

Complementary to the pure C2C communication, road-
side to car (R2C) services are also currently discussed within
the relevant IVC consortia Car to Car Communication Con-
sortium (C2CCC), Vehicular Safety Communication Con-
sortium (VSCC) and the Internet ITS Consortium. In this
work, we propose and analyse a cost-efficient and practicable
R2C approach based on Wireless Sensor Networks (WSN)s.
We foresee that soon integrated road sensors will be used.
Many WSN islands could be rolled-out on the road surface
or at the road boundary typically at curves, tunnels and
bridges, and even on a much wider scale. They can be used
to measure data like humidity, temperature, light or detect
movement to compose higher safety and liability services.

Such an integrated vehicular and WSN roadside architec-
ture could be used for the provision of the two complemen-
tary services

• accident prevention, and

• post-accident investigation.

To support accident prevention, roadside sensor nodes mea-
sure the road condition at several positions on the surface,
aggregate the measured values and communicate their ag-
gregated value to a passing vehicle. The vehicle generates
a warning message and distributes it to all vehicles in a
certain area, e.g. by using a specific form of georouting,
namely geocast. One can even imagine chargeable premium
services. Services like velocity assistance and recommenda-
tions or more generally infrastructure-based traffic control
may be attractive for the driver. They increase the driver’s
comfort without causing emergency situations in the absence
of such services. Technically, one could provide such ser-
vices by piggybacking WSN roadside information of a WSN
far ahead via a vehicle driving in the opposite direction and
downloading it to a near-by WSN for the oncoming traffic.

Note that we recommend a setting where each vehicle is
equipped with an on board-unit (OBU) containing two RFs;
namely IEEE 802.11p and IEEE 802.15.4. We propose such
an architecture for the striking reason that it dramatically
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Figure 1: Overall WSN roadside architecture for In-
telligent Transport Systems.

reduces the costs for the WSN islands. Under such a setting,
no roadside units (RUs) other than the sensor nodes them-
selves are required. Consequently, such an architecture helps
ensuring the minimum possible costs for the WSN islands.
We foresee that the WSN hardware, roll-out and mainte-
nance costs are a crucial success criterion for a real WSN
island penetration in the context of vehicular communica-
tion since the roll-out of WSN islands with high probability
is an investment of a single provider or only a few providers.
Reducing the costs for a WSN roadside island also moti-
vates our decision not to use tamper resistant modules on
the sensor nodes with the consequence to be forced provid-
ing the best achievable security by purely applying software
solutions and a proper architectural design.

We argue that having a single additional antenna in each
vehicle will only negligibly effect the vehicle’s end-price. Re-
cent measurements [23] with an omnidirectional RF IEEE
802.15.4 antenna show that up to 50 packets can be received
at the vehicle, assuming a velocity in the range of 70km/h1.
Note, that although both RF technologies are (currently)
operating in the 2.4GHz band, in principle a simultaneous
usage of IEEE 802.15.4 and IEEE 802.11x is possible with-
out causing mutual interferences [20].

To support post-accident investigation, sensor nodes con-
tinuously measure the road condition and store this infor-
mation within the WSN itself. Storing the road condition
over the long run may be of interest for a forensic team. In
contrast to the accident prevention service, such a liability
service will be limited to a well specified group of end-users,
e.g. insurance companies or the road patrol. Information
stored within the WSN will be helpful to judge a driver’s
driving style according to the road condition at the moment
of an accident. We point out that the post accident investi-
gation service does not require any VANET communication.
An IEEE 802.15.4 enabled reader device (RD) allowing au-
thorized queries to the WSN roadside island is adequate.
Therefore, this service can be a stimulating activity ensur-
ing the critical mass during the penetration phase of a full
fledged ITS architecture for vehicles.

1With the usage of directed IEEE 802.15.4 antenna in the
vehicle higher velocities will be supported.

The overall WSN roadside architecture for the two com-
plementary services accident prevention and post accident
investigation is illustrated in Figure 1.

Our Contribution: It is the contribution of this work to
provide a middleware architecture for securing WSN road-
side islands. Security solutions are specifically adapted to
the requirements for the complementary services accident
prevention and post-accident investigation. We think that
the protocols for access control and resilient data aggrega-
tion are innovative enough to be of independend interest.
We demonstrate that the architecture is secure, robust and
offers the service for a considerable lifetime. The latter we
investigate by applying our code to the AVRORA simulation
and analysis framework [21].

2. ADVERSARIAL MODEL AND
SECURITY REQUIREMENTS

We assume the adversary is in complete control of the
wireless channel and an arbitrary number of sensor nodes.
The attacker can eavesdrop data over the wireless broadcast
medium (passive attack), control the communication chan-
nel to catch, destroy, modify and send data (active attack),
or corrupt a sensor node. If the adversary controls a sensor
node, she gains knowledge of all the sensitive information
stored at this node (physical capture). This is what we call
WSN adapted Dolev-Yao style adversary, who focuses more
on malicious protocol participants than the standard Dolev-
Yao adversary [9].

We observe that the security requirements for accident
prevention and post accident investigation at the WSN road-
side of an ITS system are fundamentally different:

• Accident prevention: the WSN needs to send the
actual monitored road condition to a vehicle whenever
one passes. The basic security requirements are i) a
plausibility check for the aggregated value to mitigate
the effect of bogus sensor readings (stealthy attack),
and ii) real-time access control in a mobility scenario
in case of the provisioning of premium services. In case
of supporting premium services one can even imagine
applying end-to-end confidentiality within the WSN.

• Post-accident investigation: only when the WSN
receives a query from an authorized party, e.g. a mem-
ber from a forensic team, it provides measured and
aggregated data from the past. The basic security re-
quirements besides a plausibility check are i) a time-
uncritical access control for a very restricted set of en-
tities in a static setting, and ii) data confidentiality as
well as storage of data replica for the sensed and stored
data.

A deep discussion on security requirements on the VANET
side is not considered in this work. However, one could
combine the architecture proposed in this work with the
work on secure incentives in VANETS [14] to stimulate co-
operative forwarding behavior within the VANET. One ap-
proach to combine the contradicting security requirements
privacy and non-repudiation in the context of IVC may be
based on the usage of group signatures as proposed in [1]. A
good overview on how to secure vehicular and ad hoc net-
works is given in [18].
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3. A BIRD’S EYE VIEW: SECURE AND
RELIABLE WSN ROADSIDE
ARCHITECTURE

At first, we introduce the available components for ensur-
ing WSN roadside security by name and functionality before
they are described in more detail in the following Sections.
We show how these and new components can be adapted to
the introduced ITS scenario.

3.1 Networking Components
We apply aggregated data transport in the WSN. The

roadside WSN is structured in clusters consisting of several
collocated nodes that measure a correlated quantity. Each
cluster contains an aggregator node that aggregates the val-
ues of its cluster. Depending on the number of clusters, the
cluster values get aggregated on several levels to build up
the common value for the WSN. The basic networking com-
ponents for routing and aggregator node election within the
WSN island that we consider are tiny Lightweight UNder-
lay AdHoc Routing (tinyLUNAR) [17] and Secure Aggregator
Node Election (SANE) [19]. TinyLUNAR is a layer 2.5 pro-
tocol that takes benefits from an extended label-switching
forwarding technology. SANE is a protocol that flatly bal-
ance the energy consumption within the WSN by electing
aggregator nodes per epoch anew. A focus of SANE is also
on insider attacks during the election process. We will also
apply SANE for the temporary and random election of a
witness node as we explain later.

Please note that, besides the motivation to flatly balance
the energy consumption within the WSN, also in relatively
small WSNs like the considered roadside WSN islands it
makes sense to elect aggregator nodes for the following rea-
sons: i) aggregator nodes are privileged to store data replica,
e.g. from neighboring clusters, ii) it is envisioned that only
the ’master’ aggregator node per epoch communicates with
an automotive.

3.2 Securing the Accident Prevention and
Premium Services

3.2.1 Accident Prevention Service
For securing the accident prevention service, we propose

to use an adaptation on RANSAC-Based Resilient Aggre-
gation in Sensor Networks (RANBAR) [5]. It provides a
outlier elimination technique to resiliently aggregate data
values. The algorithm is based on the random sample con-
sensus. However, RANBAR assumes that the aggregator
nodes themselves are trustworthy. In our ITS adapted set-
ting RANBAR either runs on a sensor node or on the vehi-
cle’s OBU. Note that, since RANBAR is operating on plain-
text sensed values it is not suited to be combined with an
end-to-end encryption scheme.

To also deal with cheating aggregator nodes, one could ap-
ply a provably secure framework for information aggregation
in WSNs [15], [8]. Unfortunately, the higher system security
comes at the costs of (unacceptable high) transmission costs.
To reduce the required transmission costs, we are voting for
a witness based approach [10] with two modifications: firstly
the witness node for an aggregator node is randomly elected.
Secondly, in similarity to the hierarchical operation of the
aggregator nodes itself also the witness nodes are structured
hierarchical.

3.2.2 Premium Services
In case the operator is aiming at a differentiation of ba-

sic automotive safety services and premium automotive ser-
vices, one could offer the latter protected against unautho-
rized use. This includes an access control that is based
on multiple 1-bit truncated keyed hash values proposed by
Canetti [6] and adapted to WSNs by Benenson et al. [4].
Each node randomly stores a subset of keys being able to
verify a subset of truncated keyed hash values generated and
transmitted from a passing vehicle. Another component is
encrypted data aggregation based on a symmetric homo-
morphic encryption transformation named Concealed Data
Aggregation (CDA) [24]. CDA provides end-to-end encryp-
tion by at the same time ensuring in-network processing. A
suitable CDA derivate for the requirements of a WSN to
VANET scenario is presented in Section 4.1.6.

3.3 Securing the Post-Accident Investigation
Service

To ensure a secure and reliable post-accident investiga-
tion, we apply the tiny Persistent Encrypted Data Storage
(tinyPEDS) [11] with access control and query mapping sim-
ilar as it is proposed in [2]. The benefits of tinyPEDS are
manifold: 1) stored data are encrypted and even the storing
node cannot decrypt the ciphered values, 2) transmission
costs for collaborative and distributed data storage are min-
imised, 3) persistent storage space is balanced over multiple
sensor nodes, and, 4) nodes know from which region and for
which epoch they store data. However, they do not know
the values they are storing. Since nodes may disappear over
time, a replicated and read-protected, but yet space- and
energy-efficient, data storage is mandatory. TinyPEDS en-
sures the encrypted storage of the environmental fingerprint
for asynchronous wireless sensor networks over the time and
region. Even if parts of the network are exhausted, restor-
ing rules ensure that, with a high probability, environmental
information from past is still available to the forensic team.
Furthermore, since tinyPEDS needs to perform data aggre-
gation on encrypted data we apply an additively homomor-
phic encryption transformation. For the WSN operating in
asynchronous mode our choice was an asymmetric homomor-
phic encryption transformation, namely EC-ElGamal with
a suitable mapping function. A space (and execution time)
optimized implementation for an 8-bit processor is avail-
able [22]. Note that for the encryption purely the public key
is stored within the WSN. One can also consider a nested ar-
rangement of symmetric and asymmetric homomorphic en-
cryption transformation. In that case we propose to use the
streamcipher based encryption scheme from Castelluccia et
al. [7] for encrypted transmission within a WSN cluster plus
the EC-ElGamal encryption for long term storage within the
roadside WSN.

The security and reliability components listed above are
implemented in nesC and are available as tinyOS modules.
Except the EC-ElGamal implementation which only runs
on an 8-bit processor, all modules run on the reference plat-
forms Mica2, MicaZ and Telos Sky. The memory footprint
for selected software pieces is documented in Table 1.

3.4 Key Setting
The security modules we propose for a secure and resilient

WSN roadside architecture assume the storage of various
keys respectively seed values at different locations. We dif-
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Software item RAM [kB] ROM [kB]

tinyLUNAR 1.7 3.4
tinyPEDS 0.5 1.0

EC-ElGamal 0.7 4.4

Table 1: Memory footprint for selected software
pieces, compiled for the Atmega128 CPU.

module TC RD OBU Ni

use case 1: public accident prevention

authenticity K KID Ki, Xi

(Sec. 4.1.2)
(Sec. 4.1.5)
RANBAR

(Sec. 4.1.1)

SANE G, p
(0)
i

(Sec. 4.1.4)

use case 2: chargeable premium service

access control K KID Xi

(Sec. 4.1.3)

CDA {K̂C}C K̂C(i)

(Sec. 4.1.6)

use case 3: post-accident investigation
tinyPEDS Kp Kq

(Sec. 4.1.7)
access control Kp Kq

Table 2: Required key and seed setting for the pro-
vided services.

ferentiate between a storage at a sensor node Ni, a vehicle
on board-unit (OBU) with identity ID, a reader device (RD)
of the forensic team, and finally the operator, represented
by the toll collect station (TC).

For a security architecture purely focusing on the use case
public accident prevention, the proposed security modules
require keys for the authentication inside the WSN and the
convergecast authentication. The WSN operator stores a
set K of master keys k1, . . . , kl, whereas each sensor node
Ni stores a subset Xi of the master keys, a key ring. Each
sensor node Ni obtains additionally a set of keys Ki derived
from the master keys. This is done with a pseudo random
function as described in Section 4.1.2. Also the OBU ob-
tains a set of keys KID derived from the TC’s master keys.
To complete the key setting of the use case 1 note that RAN-
BAR does not require the storage of any keys whereas SANE

assumes the initial storage of a seed p
(0)
i per sensor node Ni

based on a public generator function G for p
(0)
i and subse-

quent seed values.
For the key setting of a chargeable premium service in the

accident prevention scenario, one would further need to pro-
vide a real-time responsive access control. Here, we propose
to use the same key sets as for the authentication in the use
case 1. In case of using CDA, we choose a CDA derivate
based on pairwise symmetric keys between each sensor node
and the sink (respectively vehicle) similar to [7]. Each sen-

sor node Ni stores a secret key K̂C(i) that is unique for the
cluster C(i) the node Ni belongs to. This key will aim as a
master key to derive the actual round key that will be used
to encrypt the messages. Each OBU stores the master keys
of each cluster.

Finally, for the complementary security architecture sup-
porting a post-accident investigation, the proposed security
modules require the storage of a public key Kq at each sensor
node Ni and its corresponding private key Kp on a reader
device RD of the forensic team. This key pair is used for
tinyPEDS as well as for the access control scheme authoriz-
ing queries from the RD to the WSN.

Summing it up: For the full-fledged WSN roadside ar-
chitecture, each sensor node Ni needs to store the tuple

(Ki,Xi, G, p
(0)
i , K̂C(i), Kq), each vehicle’s OBU stores the tu-

ple (KID, {K̂C}C), and each reader device RD of the forensic
team purely stores Kp. The toll collect station TC stores
the set of master keys K.

The above described key setting for the proposed secu-
rity architecture for WSN roadside islands has two benefits:
Firstly, it takes into account the absence of any tamper-
resistant modules within the WSN. Only public keys or se-
cret keys which do reveal only some partial information in
case of physical node capture are stored within the WSN is-
land. Secondly, the key management between WSN islands
and vehicles is as loose as possible. For use case 1, an OBU
only needs to know the key set KID. For use case 2, in
addition, the keys for the clusters need to be stored at the
OBU.

4. PROTOCOL SUITE
First, we describe the individual security building blocks

which we use before we subsequently describe the full archi-
tecture protecting the introduced WSN services.

4.1 Security Building Blocks

4.1.1 Resilient Data Aggregation
RANBAR provides a general algorithm to resiliently ag-

gregate data values. We will use the concrete algorithm for
average computation that was introduced in the original pa-
per by Buttyan et al. [5].

The algorithm receives as input a set X of sensor data
readings. At first, the algorithm chooses a minimal subset
of the data which is necessary to estimate the statistic distri-
bution of all sensor values. For the average computation we
assume a normal distribution on the sensor data. Then, the
parameters of the distribution, the average and the variance,
can be estimated from two values. RANBAR continues to
check whether a set X̄ ⊂ X of size larger than a given min-
imum size q can be found, that is close to the estimated
distribution. This is done by computing the histogram of
the full set X and successively removing one of the elements
that contribute most to the distance between the histogram
and the estimated distribution until the distance is smaller
than a threshold δ.

If the size of the remaining set X̄ is at least the required
minimum size q, the average of the elements in X̄ constitutes
the aggregated result avg . Otherwise, in case the remaining
set is smaller, the algorithm starts anew, choosing two ran-
dom elements to estimate a distribution, and searching for
a set X̄. Once a defined maximum number of repetitions
is reached without success, the algorithm aborts, assuming
that too many sensors are malicious.

4.1.2 Key Derivation from a Master Key
We use a pseudo random function to derive multiple keys

from a single master key. In the envisioned scenario, the
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master key is generated at the TC by the administrator of
the network. Given a master key k, kID denotes the key
that is derived, using the string ID , i.e. kID = PRF(k, ID)
for a pseudo random function PRF. If K is a set of keys
k1, . . . , kl, then KID denotes the set

{PRF(k1, ID), . . . , PRF(kl, ID)}.
Only the derived keys KID are distributed to the vehicle
passing the toll collect station TC.

To issue keys that are only valid until a time T , T will be
included in the key derivation, i.e. kID,T

i = PRF(ki, ID , T ).

4.1.3 Multicast Authentication
The multicast authentication by Canetti et al. [6] was

adapted to WSNs by Benenson et al. [4]. Parameters ω,
that describes the number of node corruptions that should
be tolerated, and a maximum attack probability q are cho-
sen. The WSN operator chooses a key pool K = {k1, . . . , kl}
of l random keys. Every sensor node gets a subset Xi of
v = l/(ω + 1) keys. We use a pseudo random function eval-
uated at i to determine the keys for Ni.

This can be combined with the key derivation of Sec-
tion 4.1.2 to allow for multiple senders (see [6]). In our
scenario, a OBU holds the key set KID = {kID

1 , . . . , kID
l }. To

authenticate a message m to the WSN, the OBU computes
a message authentication code MACkID

i
(m) with length of

only one bit for each key kID
i ∈ KID . We denote the string

composed of the l 1-bit MACs for a query to the WSN m
with MAuthKID (m). A node holding Xi can now compute
the keys kID

i for the keys ki ∈ Xi and verify the authentica-
tion at the respective positions.

4.1.4 Non-Manipulable Node Election
We apply a SANE [19] derivate based on predetermined

random values to randomly elect a sensor node from a cluster
to become a witness node. Besides reducing the communica-
tion overhead, the result of SANE is predictable if the seeds
are known. This will be needed for the verification of the
convergecast authentication.

We use a pseudo random function G, which generates a se-
quence of pseudorandom values of arbitrary length depend-
ing on a seed p. In other words once G is initialized with a
seed p, it generates values p(0), p(1), p(2), . . . , p(n).

The scheme works as follows: 1) Prior to deployment all
nodes in a cluster C of a WSN roadside agree on G. 2)
In the commitment phase, each sensor node Ni randomly
chooses a seed pi. Subsequently, node Ni broadcasts pi in
its cluster, so that each sensor knows the seeds of all nodes
in its sector. This fixes each node’s list of pseudorandom

values p
(0)
i , p

(1)
i , . . .. 3) In round t, at each node Ni, |C| nodes

announce their availability and their values p
(t)
1 , . . . , p

(t)

|C| are

treated as their random values. As the seeds and G are
known, the random values of all nodes can be computed by
each sensor node independently.

The mapping function for converting the random aggre-
gate value Ri to a node ID is defined as follows: 1) Each
node Ni stores the node IDs of the nodes in the set C in
an ordered set L, such that L0 is the lowest ID node and
L|C|−1 is the highest; 2) Each node Ni elects its witness as

Nw = LRi mod |C|.
Even if an attacker knows all the seeds that are chosen by
the honest nodes before he has to reveal his seed, finding a

value which suits his goals would be practically infeasible as
she would have to pick one round for the attack in advance.
The reason is that his initial choice determines his contri-
bution for each round without the possibility to influence it
afterwards.

4.1.5 Convergecast Authentication
We describe a new protocol for authenticating messages

that the WSN returns to the querier. This scheme builds on
the same keys as the multicast authentication for multiple
senders described in 4.1.2.

A sensor node Ni authenticates a message with its own
subset Xi of keys. If multiple nodes authenticate the mes-
sage in this way, the message carries the authentication for a
larger subset of keys of K than a single node holds. With this
scheme the querier can get assurance that the response mes-
sage is confirmed by multiple nodes, in this scenario by the
aggregator and the witness node. Due to the predictabil-
ity of SANE and deterministic key distribution, the OBU
can verify that the authentication is computed by the ac-
tual aggregator and witness of this time interval. We use
this kind of authentication for the accident prevention ser-
vice and denote the procedure to compute the authenticator
for message m with the key set Xi by RAuthXi(m).

The choice of the keys by a pseudo random function allows
the receiver to verify the identity of the sender.

4.1.6 Concealed Data Aggregation
To protect chargeable WSN premium services from unau-

thorized vehicles, we apply the concept of concealed data
aggregation (CDA) originally proposed in [12]. CDA applies
additive homomorphic encryption transformation to WSNs.
Let an encryption transformation be E : K × Q → R and
the corresponding decryption function be D : K × R → Q.
Given a1, a2 ∈ Q and k ∈ K, a symmetric homomorphic
encryption scheme provides

a1 + a2 = Dk

(
Ek(a1)⊕ Ek(a2)

)
.

The symbol “+” represents an additively operation on words
from the plaintext alphabet and the symbol “⊕” represents
the corresponding additive operation on words from the ci-
phertext alphabet.

To support different symmetric keys per encrypting party
several approaches have been proposed: Castelluccia et al.
[7] proposed a provably secure CDA derivate based on a
streamcipher with the drawback that key-IDs of all involved
nodes have to be transmitted during each aggregation pro-
cess. Önen and Molva [16] use the CTR-mode encryption for
homomorphic encryption in WSNs. Armknecht et al. [3] in-
troduce a bihomomorphic encryption function to reduce the
overhead for the key management in trade-off for a lower
security level.

For the usage in a WSN roadside setting with commu-
nication between a WSN and a vehicular’s OBU we use
the first approach, though, we use cluster-wise keys to re-
duce the overhead in transmission. A concrete homomor-
phic encryption scheme is as follows: A value M is chosen
as a system-wide parameter limiting the message space. A
message m ∈ [0, M − 1] is encrypted with the key k̂t

1 as

c = Ek̂t
1
(m) = m + k̂t

1 mod M . The key k̂t
1 is hereby con-

structed from the cluster’s master key K̂1 with a pseudo
random function for the time interval t. The sum of two
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ciphertexts c1 and c2 computed with keys k̂t
1 and k̂t

1, respec-
tively, can be decrypted with the key k̂t

1 + k̂t
2.

At the end of an aggregation process, the vehicle receives
the encryption of the aggregated sensed values which corre-
sponds to a ciphertext encrypted with the aggregation of the
keys of the responding clusters. The keys of all clusters have
to be present at the OBU for decryption. However, the keys
of clusters that could not contribute, e.g. due to exhaustion
or unreliable channels, have to be omitted in the decryption
process. Thus, the identifiers of those clusters have to be
transmitted in addition.

4.1.7 Persistent Encrypted Data Storage
We recommend to establish a high security level for the

long-term storage of aggregated sensed values within the
WSN. We apply the tiny persistent encrypted data storage
(tinyPEDS) [11] middleware for encrypted and aggregated
storage of sensed environmental data over the time and/or
over the region. For encryption within the roadside WSN we
recommend to apply an asymmetric homomorphic encryp-
tion scheme. Each node of the WSN encrypts with a public
key whereas only the reader device RD of the forensic team
can perform decryption with the private key.

Environmental data representing e.g. the road condition
monitored in the past can be stored in a ciphered way and
still be aggregated (summed up) over time periods.

To deal with failing roadside sensor nodes, replica of aggre-
gated encrypted values are transmitted at the end of each
epoch to a neighboring aggregator node. Together with a
query language and a suitable controlled flooding mecha-
nism [11] this ensures that the forensic team can still read
out data of the past even in case a fraction of the WSN is
already exhausted.

A promising asymmetric privacy homomorphic candidate
for the requirements of a WSN roadside is the ElGamal
public-key encryption scheme on an elliptic curve E(Fp) over
a finite field Fp. The EC-ElGamal encryption scheme is
based on the ECDLP. We apply

M = map(a)

EKq (M ; k) = (R, S) where R = kG, S = M + kY

with the public key Kq = (E, p, G, Y ), where G ∈ E(Fp)
is a generator point and Y = xG for a random number
x ∈ Z#E(Fp). The value k ∈ Z#E(Fp) is chosen at random
for the encryption.

The function map() is a deterministic mapping function
used to map plaintext values a into “plaintext” curve points
M and vice versa such that map(a1 + a2) = map(a1) +
map(a2). Decryption subsequently applies the reverse map-
ping function rmap()

DKp(EKq (M)) = −xR + S = −xkG + M + xkG

a = rmap(M)

with the private key Kp = x.
As a homomorphic mapping function we use map(a) =

aG. Note that solving rmap() is equivalent to solving the
DLP over an elliptic curve, which surely represents a com-
putational drawback. The reader device of the forensic team
must thus be powerful enough to solve rmap() using a brute
force approach. Solving the rmap() for a one to two bytes
plaintext on a desktop type RD would be in the range of up
to 2.4 sec.

Depending on the number of precomputed points execu-
tion times on an 8-bit processor for an EC-ELGamal encryp-
tion vary between 1.19 sec to 2.48 sec [22] translating into
27.32 mJ to 49.24 mJ of energy consumption. Note that we
apply the concept of point compression to reduce the result-
ing size of a cipher from 2|key| to |key| + 1. With a 160
bit key size together with header and meta data 46 bytes
need to be transmitted over the RF IEEE 802.15.4 either
for the storage of ciphered replica or for a query response
to the forensic team. For comparison, tinyPEDS without
encryption would cause a packet size of 18 bytes.

4.2 Protocol Composition for Accident
Prevention

We assume a network that consists of multiple clusters
and which consists of at least two aggregation levels. In ev-
ery cluster, one node acts as aggregator node Na and one
node as witness node Nw, both determined by SANE. We
describe the protocol for one witness node for each aggre-
gator, however, the protocol can easily be generalized for
multiple witness nodes. To achieve resilience, the messages
between nodes have to be authenticated. We use the mul-
ticast scheme outlined in Section 4.1.3 for authentication in
a way that enables all nodes to authenticate messages for
other nodes. In this case, the WSN administrator holds the
master-key set K of size l and every node holds v of these
keys. In addition every node Ni holds the set Ki with l keys
constructed as proposed in Section 4.1.2.

We describe the protocol in a cluster of the first (lowest)
level, where the sensor data is aggregated. The protocol
starts with a OBU broadcasting a value ID to initiate the
aggregation protocol. The sensor nodes Ni transmit their
data values xi and a current timestamp ti authenticated
with their own key set Ki to their respective aggregator
Na1 and witness Nw1 . The aggregator node Na1 checks
the authentication and time of each result, and computes
avg = RANBAR(X) for the set X ⊂ {x1, . . . , xn} of cor-
rectly authenticated and recent data from the sensor nodes.
The aggregator node Na1 forwards the result avg together
with its current time ta1 to the witness node Nw1 . The wit-
ness checks if avg is close to its own evaluation of RANBAR
on the input data X and if the aggregator’s time ta1 is close
to its own time. In this case, the witness Nw1 agrees and
authenticates the aggrageted value avg and the aggregator’s
timestamp ta1 with its key set Kw1 . The witness sends the
result to the next higher level aggregator and witness nodes,
Na2 , Nw2 , respectively. Thus, the protocol looks as follows:

OBU → ∗ : ID
Ni → Na1 , Nw1 : Ni, xi, ti, MAuthKi(xi, ti)
Na1 : compute avg = RANBAR(X)
Na1 → Nw1 : Na1 , avg , ta1 , MAuthKa1 (avg , ta1)
Nw1 : check if |avg − RANBAR(X)| < max
Na1 → Na2 , Nw2 : Na1 , avg , ta1 , MAuthKa1 (avg , ta1)
Nw1 → Na2 , Nw2 : Nw1 , MAuthKw1 (avg , ta1)

On higher levels, the aggregator computes avg = AGG(x1,
. . . , xn) for the already aggregated values xi of the aggrega-
tors in the lower level. The function AGG can be addition
or average computation. As long as the aggregator and wit-
ness nodes are not on the highest level, they authenticate
the data using the function MAuth with their derived key
set and send them to the aggregator and witness nodes on
the next level as in the protocol above.
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The aggregator node and the witness node on the high-
est level need to know the OBU’s identity ID . Those nodes
compute the authentication using the function RAuth. As
a key, they compute a subset of the OBU’s keys, using
their key ring Xi of master keys. We denote these keys by
X ID

i = {PRF (k, ID)}k∈Xi . The following overview shows
the messages that are exchanged between the aggregator
node Na` , witness node Nw` of the highest aggregation level
` and the querier OBU :

Na` : compute avg = AGG(X)
Na` → Nw` : Na` , avg , ta` , MAuthKa` (avg , ta`)
Nw1 : check if |avg −AGG(X)| < max
Nw` → Na` : Nw` , avg , ta` , RAuthX ID

w`
(avg , ta`)

Na` → OBU : Na` , avg , ta` , RAuthX ID
a`

(avg , ta`),

RAuthX ID
w`

(avg , ta`)

The querier verifies the authenticity of the answer on the
keys X ID

w`
∪ X ID

a`
⊂ KID that are part of its keys obtained

from the TC.

4.3 Protocol Composition for Premium
Services

4.3.1 Access Control
If premium services are offered, the security architecture

includes an access control to restrict the access to paying cus-
tomers. The access control we present grants access based on
the authenticity of queries sent to the WSN. A light-weight
access control suffices because the number of data objects,
classification levels, and available services will be small. We
aim at granting user access to the service for a certain time
rather than for a single access. The access control uses the
multicast scheme of Section 4.1.3 in combination with the
key derivation of Section 4.1.2. With these schemes, a set
of personalised keys can be derived for a OBU. These keys
allow the user to form authenticated queries to the WSN.

For the multicast authentication scheme, the administra-
tor holds a set K = {k1, . . . , kl} of l master keys and every
node Ni holds a subset Xi of v of these keys. Every query-
ing vehicle has an identity ID that identifies the OBU. In
the following we assume that an OBU obtains access to the
WSN for a certain time period. Other restrictions of the
access are possible in a very similar way. When passing the
TC, the vehicular driver can buy the access rights to the
WSN. The access rights consist of a set KID of keys that are
derived from the master keys using the identifier ID and a
validity period T . We do not detail further on the protocol
of purchasing the access rights at the TC.

We now describe the access of an OBU with identity ID
that intends to query q at time t. Therefore, the OBU au-
thenticates the query q together with the time t with its key
set KID and sends the tuple

OBU → ∗ : ID , T, q, t, MAuthKID (q, t)

as her ticket to the roadside WSN. This message replaces the
first message in the protocol for the public accident preven-
tion service and propagates through the WSN. Each receiv-
ing node Ni checks the authenticity of the query as follows:
At first Ni checks whether t < T , i.e. the user’s key is still
valid, and whether the OBU’s query is recent, i.e. t is close
enough to the node’s time. Ni computes the OBU’s keys kID

i

for the keys ki ∈ Ri that Ni holds and checks the authen-

tication for these keys. If one of the checks fails, Ni does
not propagate the query and aborts the processing. Follow-
ing this first message, the protocol proceeds to transmit and
authenticated aggregate the data in analogy to the protocol
for the free accident prevention service.

4.3.2 Concealed data aggregation
To protect the premium data from eavesdropping adver-

saries, we use CDA as described in Section 4.1.6. However,
we adapt the scheme to the particular needs of the service.
As resilience of data is as well important for the premium
service and the nodes are exposed to a threat of being com-
promised, the sensor data is at first aggregated by the RAN-
BAR algorithm. Thus, CDA is only used in a network with
several clusters and at least two aggregation levels. Then
the aggregator nodes on the first level encrypt the aggre-
gated data and all upper aggregation nodes aggregate only
ciphertexts. The keys are distributed such that all nodes in
one cluster hold the same keys.

The first-level aggregation is done cluster-wise. The ag-
gregator node and the witness node are both located in that
cluster and hold an identical encryption key. Then aggrega-
tor and witness node compute at first RANBAR(X) as for
the public service and will then compute and authenticate
EK(avg), ta with the cluster key KC where C is the respec-
tive cluster. Having only one ciphertext per cluster helps
also reducing the overhead of the encryption scheme. Now
only the identifiers for each cluster has to be transmitted
instead of identifiers of individual nodes.

To complement this service and to provide confidentiality
on all levels, the data between the sensing nodes and the
aggregator could be hop-to-hop encrypted, e.g. with the
common cluster key KC .

4.4 Protocol Composition for post-accident
investigation

To make forensic analyses possible, the WSN stores regu-
larly the sensor readings. This is done in an encrypted way
by applying tinyPEDS. We extend tinyPEDS to work to-
gether with the witness-based approach that was introduced
in this Section. This ensures that the storage of the data is as
resilient as for the accident-prevention service. The process
of storing the data within tinyPEDS can be activated once
the WSN aggregates the data for the accident-prevention
service, or can be executed independently.

We now describe the process from data transmission to
data storage for the first aggregation level. The protocol for
higher aggregation levels is analogous, with the only differ-
ence that the aggregation function AGG is applied to the
received already aggregated input values.

Once the aggregator and witness nodes Na and Nw re-
ceive the sensor data readings X = {x1, . . . , xn}, they com-
pute the average avg with the RANBAR algorithm. The
difference to the accident-prevention is that this data is now
stored with EC-ElGamal encrypted, instead of being trans-
mitted to the next level. As the network knows only the
public key Kq of the encryption scheme, the original data
cannot be recovered inside the WSN. Though, due to the
homomorphic property of ElGamal, the stored data can be
aggregated further. The authenticiy of the data is ensured
by incorporating tinyPEDS with the witness scheme. To en-
able nodes that have to aggregate encrypted data to check
the authenticity of the stored data, it becomes necessary
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to authenticate the ciphertexts instead of the data. This is
done by the witness node Nw and the aggregator node Na.
Before the nodes authenticate the ciphertext, they need to
agree on the validity of the ciphertext. This is done by
sending the randomness r that is needed to compute the ci-
phertext to the witness, enabling the witness to encrypt the
aggregated value avg in the same way. This value should
be communicated encrypted, e.g. with the common clus-
ter key. Finally, the aggregator node is responsible to store
the data according to the tinyPEDS storage policy for data
replica [11].

Ni → Na, Nw : Ni, xi, ti, MAuthKi(xi, ti)
Na → Nw : Na, avg , ta, r, MAuthKa(avg , ta)
Nw → Na : Nw, RAuthXw (EKq (avg); r), ta

Na stores in tinyPEDS: ta, EKq (avg ; r),
RAuthXa(EKq (avg ; r), ta),
RAuthXw (EKq (avg ; r), ta)

To enable a forensic team with a reader device RD to
carry out an investigation, the shared asymmetric key pair
is used to authenticate the query

RD → ∗ : tRD, q, SigKp
(tRD, q).

The WSN will answer the query with the corresponding El-
Gamal encrypted data of tinyPEDS. Due to space limita-
tions, for an insight into the query response algorithm we
refer the reader to [11].

5. PERFORMANCE EVALUATION

5.1 Security Analysis
We firstly analyse the security of the protocol architecture

and reduce attacks to the protocol to attacks on the ap-
plied components. Subsequently, we discuss the security of
the components and point out reasonable parameter choices.
For online attacks, where the adversary cannot predict if the
attack will be successful, we consider an attack probability
of 2−10 sufficient. In this case, the adversary needs to send
on average 29 messages to succeed. In combination with an
attack detection on the sensor nodes and a backoff timeout
to restrict repetitive attempts, the adversary needs to be
present for a considerable amount of time. This results in
a denial of service attack that, however, is in principle pos-
sible with a locally present adversary jamming the wireless
channel.

5.1.1 Security of the protocol architecture
For the public safety service, we aim at preventing the

stealthy attack. We assume a successful attack, i.e. the
OBU accepts a flawed value avg delivered in a message
Na` , avg , ta` , RAuthX ID

a`
(avg , ta`), RAuthX ID

w`
(avg , ta`).

Then, the adversary has either 1) broken the authenti-
cation RAuth, 2) obtained the keys of Na` and Nw` , i.e.
broken the witness scheme, or 3) avg is poisoned from input
of a lower level. For the latter case, the aggregator and wit-
ness nodes are the victims of a stealthy attack. A successful
attack on this level reduces again to the cases 1), 2) and 3).
On the lowest level, if the input to the aggregator is faulty
such that it results in a faulty aggregation, this implicates
that the assumptions of RANBAR do not hold.

For the premium service, in addition, the security goals
confidentiality and access control are relevant. Confiden-
tiality even against node compromise is guaranteed by the

CDA approach. This service is implemented from the first
aggregator level. The access control restricts access to OBUs
that present a valid ticket ID , T, q, t, MAuthKID (q, t). A suc-
cessful attack implies that a majority of nodes accepts this
ticket as authentic. If the authentication MAuth is secure,
the adversary was able to replay a valid ticket or obtain the
keys to compute the authentication. For protection against
replay attacks we use the timestamp t. We assume the keys
are securely stored inside the OBU, such that the adversary
cannot authenticate new messages by herself.

The service post-accident investigation implements public-
key cryptography for authentication and data encryption.
Similar to the access control for the premium service, a re-
play is prevented and a secure storage of the private key
outside of the WSN in tamper-resistant RDs is assumed.

5.1.2 Security of the building blocks
The security of the multicast authentication MAuth de-

pends on the total number of keys l, the key ring size v of
the nodes and the length of the authenticator for each key.
We assume the keys to have a length of at least 80 bit, such
that offline key guessing is infeasible. The scheme is how-
ever only secure against small coalitions of corrupted nodes.
An evaluation of the scheme is given in [6]. We assume as
parameters l = 80 and v = 12 and use a one bit authen-
ticator per key. If the adversary has compromised 5 nodes
and knows their keys, the probability that an uncorrupted
node will accept a message of the adversary is less than 0.07.
We consider this reasonably small, as the adversary can only
check the correctness of the authentication in an online at-
tack and needs a considerable amount of nodes to accept the
query to activate the service. One faked message will not af-
fect the service owing to the resilience of RANBAR and the
witness scheme (see analysis for the witness scheme).

This is also valid for the convergecast authentication algo-
rithm RAuth and the access control which are based on the
same key sets.

Remark 1. In a small network with n nodes, the total
size of keys can be chosen as l = n such that every node holds
v = 1 individual key. In addition, every node Ni obtains the
n keys {PRF (kj , i)}j=1...n derived for its identity. This is
a special case that leads to unique shared keys between each
pair of nodes. Certainly, the length of the authenticator per
key has to be appropriately higher than one bit.

The adversary can only send faulty information in the
witness-based scheme, if the aggregator and all witness nodes
are under her control. Let w denote the number of witness
nodes for a given aggregator node. Then, if γ out of the N
nodes are corrupted, the probability that those nodes cover
the aggregator node and all witness nodes is

(
N−(w+1)
γ−(w+1)

)
/
(

N
γ

)
.

If we assume a cluster size of 15 and allow for γ = 5 compro-
mised nodes within the cluster, we need 4 witness nodes to
drop below the attack probability of 2−10. One witness per
cluster, as we described the protocol in this paper, reduces
the attack probabilty only to 0.1.

RANBAR is secure as long as enough nodes to reach the
minimum size q for accepting are uncorrupted. A reasonable
value for q would be half of the cluster size. In a cluster
with, say, 15 nodes, q = 8 would allow for 7 compromised or
crashed nodes.

The concealed data aggregation protects the data in trans-
mission. The scheme we use is proven secure in [7]. We
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with encryption for a reference roadside WSN with
epoch:=1min, slot every 20 sec and idle time of
1000msec.

choose keys K̂C of 80 bit length and a secure pseudo ran-
dom function to generate the round keys.

5.2 Energy Analysis
For an accurate estimation of the energy consumption of

the proposed WSN roadside architecture, we had to choose
the RF configuration parameters, such that the configura-
tion is energy efficient while ensuring a proper service for
a passing vehicle. In particular we had to choose a sen-
sor node’s RI sleeping period. Assuming vehicles passing a
WSN with 70km/h, and assuming a radio range of 30m to
50m we can infer that a vehicle stays 3-4 sec in the trans-
mission range of the WSN. Since sending a 56 byte query
from the OBU to the WSN takes 24 ms and transmitting
convergecast traffic from the senor nodes via the aggregator
nodes is a multitude of this period, the remaining time for
the protocol components resilient data aggregation, multi-
cast authentication, convergecast authentication and CDA
should last no longer than 2.5-3.5 sec. For the AVRORA
emulation, we set the RI’s sleeping period of each sensor
node to 10ms to evaluate use case 2 (access control)2 and to
one sec to evaluate use case 3 (tinyPEDS)3.

Before we started simulating a WSN roadside running the
complementary services access control and tinyPEDS, we

2We do not consider the CDA application in use case 2.
3Obviously, for a simultaneous usage of use cases 2 and 3,
we surely need to harmonize the sleeping period in a good
balance for the conflicting real-time requirements.

evaluated elementary operations which majorly consume a
sensor node’s energy. Figure 2 shows that the ECC based
encryption of one byte plaintext with a key size of 160 bits
results in a 46 byte ciphertext and consumes 0.027 J. Trans-
mitting and receiving this cipher results in a datagram of size
53 byte and consumes only a fraction of the above energy,
namely 0.94·10−3 J respectively 0.8·10−3J. The correspond-
ing values for the transmission and receiving of a datagram
containing an aggregated plaintext value are 0.41 · 10−3 J
respectively 0.35 · 10−3J. Please note, that, although not
represented as an elementary operation, one should point
out that read and write operations to persistent memory
(after each epoch) result in similar energy consumption as
public-key based encryptions. Energy consumption for the
applied symmetric crypto schemes are negligible.

For the energy emulation of use case 3, we configured an
epoch (EC-ElGamal encryption plus sending and storing of
replica) with a duration of 1 min and one slot (sensing and
sending from the sensor nodes to an aggregator node) every
20 sec. The envisioned roadside WSN consists of 12 Mica2
sensor nodes equipped with the RFM TR10004. The WSN
is subdivided into four clusters, each consisting of one ag-
gregator node and two sensor nodes in a static setting.

For the energy emulation of use case 2 Figure 3 shows that
the highest saving in energy consumption can be achieved by

4Although our demonstrator runs on MicaZ with RF IEEE
802.15.4 AVRORA only emulates Mica2 motes equipped
with RFM TR1000.
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setting the low power listening (LPL) mode with 20ms sleep-
ing interval. However, the query response time increases
with the increase in sleeping period, that is e.g. 0.989s and
1.135s for 10ms and 20ms, respectively. As shown in Fig-
ure 3 the most energy consuming node in the WSN is the
gateway node. For estimating the lifetime of the roadside
WSN we measured its energy consumption with RI sleeping
period set to 10ms, see Figure 4.

For the energy emulation of the use case 3 we run ten
times tinyPEDS each for 1h emulation in the modi a) with
encryption (see Figure 6), b) without encryption (see Fig-
ure 5). Our observations are as follows:

Observation 1. Although the EC-ElGamal encryption is
by far the most energy consuming elementary operation, for
the overall energy consumption in the WSN the consumed
energy is negligible. The consumption is dominated by the
radio and by the persistent memory modules.

Observation 2. With the introduced parameter settings,
the tinyPEDS roadside WSN lives for approximately four
days.

Observation 3. Authenticated OBU queries with LPL
mode of 10ms sleeping interval seem to be most promising
as far as energy consumption and real-time responsiveness
are considered. Compared to a fully active RI, the energy
consumption is reduced by 41 %.

Observation 1 defends our choice to use asymmetric cryp-
tography for non real-time responsive WSN applications.
When moderately used asymmetric cryptography does not
seriously effect the WSN’s lifetime. However, the simulta-
neous running of protocol compositions for accident preven-
tion and post-accident investigation also requires real-time
responsiveness. Encryption durations in the range of 2.4 sec
definitively require a careful implementation of tasks and
events. Although the OS in use is tinyOS, the OS Contiki
would be preferable here.

We derived Observation 2 by running tinyPEDS emula-
tions for one hour. With an initial battery energy of 25·103J
we can infer that an aggregator node exhausts in the range
of three to four days, not considering the effect of flatly
balancing the energy consumption due to aggregator node
election. Obviously, the measured overall lifetime is by far
not adequate for a WSN roadside solution. However, our
feasibility study also shows that with a few adaptations of
the configuration even for our reference platform it is possi-
ble to extend the lifetime to several months. By encrypting
every epoch but persistently storing only, say, every hour,
we can increase an aggregator’s lifetime to approximately
180 days.

Observation 3 indicates that the energy consumption for
authenticated queries and its propagation is uncritical. It
takes approximately 0.989s and 0.621s for the query and re-
sponse process from the vehicular’s OBU to the WSN and
vice versa. By sending queries every 7 sec, the gateway
consumes 1380 mJ in 60sec simulation time. With an ini-
tial energ of two AA batteries it can handle approximately
185000 queries. without exhausting.

We believe that our energy measurements defend the prin-
ciple feasibility to apply the proposed protocol suite for the
protection of roadside WSNs. Obviously, for a real roll-out
of WSN technology in the ITS sector one should also con-
sider relying upon other forms of energy, e.g. renewable
energy sources.

6. CONCLUSION
In this paper we proposed a protocol suite for a WSN

roadside architecture protecting the complementary services
accident prevention and post-accident investigation. Our
evaluations show that the provided security level is appro-
priate against passive and active attacks as well as node
capture. The energy analysis shows that although a sin-
gle public key-based encryption operation consumes signifi-
cant energy, it does effect the overall energy consumption
of a roadside WSN only to a minor degree. Recently a
demonstrator on the encrypted and persistent data storage
in WSNs [13] has been presented. The integration into the
ITS context has been demonstrated in October 2007 at the
ITS World Congress in Beijing showing the security and reli-
ability support for the complementary services post-accident
investigation and accident prevention.
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