Math 630-102

Lecture 4 « Victor Matveev
Fundamental spaces in the generah x n case

1. The null-space N(A), the colunn space C(A), arttie row-space C(A) are
completely different animals:

A. C(A) is where thenatrix columns andattainable right-hand sideslive.
Therefore, C(A) is a subspace il Bn = number of equations). The
dimension of C(A) is the number of independent owla forming the basis;
it is called the rank of the matrix:

)] dim C(A) =rank A=r.
ii) rank A <m since C(A) is a subspace of' R
i) rank A <n since there are onlycolumns available

B. N(A) is where thesolutionsto Ax=0 live. So if you can solve this equation,
you know the null-space — nothing to it. N(A) mbsta subspace of'Rn =
number of unknowns). It's dimension is the numbieindependent solutions
to Ax=0 (set each free variable in turn to one, the regeto), and it
satisfies:

iv) dim N(A) = n—r (the number of free variables). Therefore,
dim C(A) + dim N(A)=n

C. C(A"), the row-space, is where thmtrix rows live. Therefore, it is a
subspace of Rjust like N(A) is, and its dimension is the numbé
independent rows forming the basis. Since the nummb@dependent rows
equals the number of independent columns, we have:

) dim C(AT) =dim C(A) =rank A=r

As the matrix-vector multiplication in equationf= 0 involves the product
of rows with the null-space elementg and equals zero, the row-space is
perpendicular to the null-space. In particularjrtbases are mutually
orthogonal. As | will show, this means that the elirsions of C(A) and

N(A) must add up tm (think of a plane and its perpendicular line i Both
containing the origin — if one of them is N(A), tbther must be C(A ):

dim C(A") + dim N(A) =r + dim N(A) =n

Note that this agrees with equation (iv) above.



2. Finding bases of C(A), N(A) and C(A), and the general solution to A, = b

The technique itself is straight-forward: try tdvethe system using row
operations. To find the particular solution for Ferob, perform operations
onb as well (use augmented matrix for simplicity) uasal. For N(A), the
right-hand side always remains zero, of couts®’t forget the row
exchanges, if needed!

Step 1. Basis of C(A) and C(A)

Step one is similar to LU factorization, exceptttinegeneral you obtain U in
therow-echelon form Note where the pivots ar&ou are done as far as
C(A) and C(A) are concerned. TH&(A) basis is formed by the pivot-
containing columns of the original matrix A (not U — row operations
change the column space!). The €(Rasis is formed by the pivot-
containing rows of either U or A (doesn’t mattesttbwork) — this is because
row operations cannot change the row space (thooktat!)

Step 2. Basis of N(A)

Step two is similar to back-substitution in the &adordan method, except
that on the left we end up with theduced row-echelon form matrix R not
the identity matrix (if you end up with an identityatrix, that means that A is
a non-singular square matrix, and the null-spaesnigty). Otherwise, the
simplest-looking basis of N(A) is found by settiegch free variable in turn
to 1, the other free variables to zero, and solamghe pivot variables. Note
that pivot variables will equal the negatives @ tion-pivot columns
coefficients. We are done with N(A)! We could setef variables to some
other values, of course — the basis is never unigue

Step 3. General solution of &, = b
Perform above steps with the column b in the augeasematrix. Once you
obtain R, set the free (non-pivot) variables twzgor simplicity), and read
out the solution. You will see that your pivot \ediles simply equal the right-
hand side column. This will give you a particulatusion x,. To find the
most general solution, add the general null-spéaent:

Xp= Xp+ Xn



