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Nondirect line-of-sight free-space optical communications (NLoS-FSOC) operate based on an optical wire-
less broadcast channel shared by multiple stations to communicate, thus forming an optical local area network
(OLAN). Such a channel in the NLoS-FSOC is generated by a diffuse reflector (DR) that reflects light equally
in all directions except toward itself. While the broadcast channel of an OLAN is accessible to many stations as
in radio-frequency wireless LANs, the signal strength of the reflected beam in an OLAN depends not only on
the receiver-DR distance, but also on the angle of incidence of the transmitted beam. An incident beam with a
wide angle generates a weak reflected signal that may be undetectable by some stations in the communication
range. The loss of the reflected power may render channel sensing ineffective. To address this challenge, we pro-
pose the use of the access point to indicate the time to attempt accessing the channel. We also propose a medium
access control (MAC) scheme for OLANs using explicit start rather than the conventional channel sensing. The
proposed MAC scheme, called STAR, not only enables stations to contend for the available channel, but also
decreases collisions, and in turn, stations experience high throughput and low delay. Furthermore, we generalize
STAR for the transmission of voice, video, and data traffic. We compare STAR to leading MAC schemes, adapted
for their use on an OLAN. We show that STAR achieves 83% throughput for differential traffic and is a 15%
higher throughput than the throughput of IEEE 802.11. © 2022 Optica Publishing Group

https://doi.org/10.1364/JOCN.463602

1. INTRODUCTION

The emergence of connected autonomous vehicles and appli-
ances demands high-data rate connectivity to the cloud [1].
Such applications may rely on heavy computation in the cloud
and high-bandwidth connectivity to upload and download the
sensed and processed data.

Optical wireless or free-space optical communications
(FSOC) constitute a tentative communications approach
for satisfying the application requirements as it provides
unmatched bandwidth and data rates [2,3], privacy [4–6], and
long-distance capabilities [7,8]. However, it is unlikely that
FSOC will be adopted for such applications because it operates
only as point-to-point links and requires direct line-of-sight
(LoS) between the transmitting and receiving parties at all
times.

Fortunately, such limitations can be overcome by nondirect
LoS FSOC or NLoS-FSOC [9–11], which is an approach
using a diffuse reflector (DR) to enable all stations with a direct
LoS to the DR to share a channel. The DR is made of an inert
material reflecting the incident light with equal intensity to all

directions except toward its own surface. In this approach, the
DR reflects the incident laser light toward the stations in the
area with LoS, and it creates a broadcast optical channel. In
such a channel, any station can transmit to all stations in the
network, and all stations can receive a transmission, or what we
call a broadcast-channel optical local area network (OLAN).

The NLoS-FSOC, like FSOC, is immune to electromag-
netic interference [12,13] and can achieve high data rates. On
the other hand, the broadcast channel in the NLoS-FSOC
requires attention to privacy, range asymmetry, and angle of
transmission incidence. Range asymmetry in the NLoS-FSOC
means that a transmitter can be far away from the DR (even a
few km), but the receiver must be moderately close to the DR
because the power of the reflected light rapidly decreases as the
distance increases. More interestingly, the angle of the incident
beam with respect to the DR also affects the reflected power.
As the angle of incidence increases, the power of the reflected
light decreases. This means that some stations may be unable to
detect a busy channel and experience a collision, despite having
the transmitter and receiver in an adequate range.
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Fig. 1. Uplink and downlink transmissions in an OLAN.
(a) Uplink from stations. (b) Downlink from the access point.

To allow having transmitters with a wide angle of incidence,
one can place an access point (AP) in close proximity to the
DR such that any transmission can be detected by it. Here,
we adopt this setup as a structured network mode, where
the stations communicate with the Internet or other stations
through an AP, as shown in Fig. 1. In this model, an uplink
(UL) transmission refers to a transmission from a station to
the AP, as shown in Fig. 1(a). Likewise, the downlink (DL)
is a transmission from the AP to one or multiple stations, as
shown in Fig. 1(b). Here, we consider that both UL and DL
transmissions are reflected on the same DR.

However, with an optical broadcast channel, the NLoS-
FSOC requires a medium access control (MAC) scheme to
define how the stations access the channel. We focus on this
challenge in this paper. There are many MAC schemes for
radio-frequency (RF) networks, such as IEEE 802.11 and
many others [14–24]. But unlike RF networks, the effect of
the angle of incidence on the strength of the reflected signal in
NLoS-FSOC requires the design of a new MAC scheme that
rescinds from channel sensing. Therefore, this feature raises
the question whether a MAC scheme based on explicit start
of the contention period for NLoS-FSOC can be as effective
as channel sensing for a functional and effective operation in
an OLAN. We address this question by proposing a MAC
scheme, called the sequential slotted MAC scheme for nondi-
rect LoS FSOC (STAR), for an NLoS-FSOC OLAN that in
lieu of channel sensing resorts to the use of explicit start of the
contention slot.

With an explicit start, the start time for channel contention
is indicated to the stations in the OLAN, so they can contend
for channel access. Moreover, to increase the network per-
formance, we resort to station awareness so that the network

is cognizant of the number of stations in the OLAN through
a detection mechanism to size the contention period large
enough to reduce transmission collisions and small enough to
make it efficient.

We show the performance of STAR by theoretically estimat-
ing its throughput and by performing exhaustive evaluations
of throughput, consumed energy, delay, and fairness and com-
pare it to leading RF MAC schemes adapted for their use in
an OLAN for multiple classes of traffic. We show that STAR
not only achieves high throughput, but also outperforms the
compared schemes.

In summary, the contributions of this paper are 1) the
proposal of a time slot structure for OLAN-focused MAC
schemes that rescinds from channel sensing as an approach to
contention in a broadcast optical channel and 2) the proposal
of a MAC scheme, called STAR, that uses explicit start in lieu
of channel sensing. STAR uses the proximity of the AP to the
DR to sense the channel and the AP to signal to the competing
stations the time to attempt accessing the channel. STAR is
designed to support not only best-effort traffic, but also traf-
fic with different classes. We also theoretically formulate the
throughput of STAR and confirm its correctness by showing a
close correspondence to the simulated throughput. We show
the performance of STAR in terms of average delay, consumed
energy, and service fairness and compare it to leading MAC
schemes adapted for operating in an OLAN. We show that
STAR outperforms IEEE 802.11 and the compared schemes.

The remainder of this paper is organized as follows.
Section 2 discusses the existing works on MAC schemes and
how STAR is positioned. Section 3 introduces our proposed
time slot structure and MAC scheme. Section 4 presents an
analytical model for the STAR scheme. Section 5 compares the
performance of the STAR to IEEE 802.11 and other similar
schemes. Section 6 draws our conclusions.

2. RELATED WORK

Wireless channel access can be classified as contention- or
non-contention-based. The point coordination function
(PCF) is a non-contention-based medium access approach,
popularly used in the IEEE 802.11 standard, where the AP
polls the stations to transmit packets. IEEE 802.11 also
uses a contention-based access approach, or the distributed
coordination function (DCF), where stations attempt to cap-
ture the transmission channel for packet transmission after
sensing it as available for packet transmission [25]. While they
are not a global practice, the PCF and DCF are both adopted
by many wireless MAC schemes to make use of their individual
or combined characteristics.

MAC schemes that rescind from channel sensing have been
considered before. Examples of those are the early ALOHA
[26] and the more recent multiple access with collision
avoidance by invitation (MACA-BI) [21].

In ALOHA, a station transmits its packet and waits for
an acknowledgment (ACK). Its reception proves a successful
transmission, but a silent period indicates otherwise. ALOHA
suffers from throughput degradation for a large number of con-
tending stations or under heavy loads [27,28]. MACA-BI uses
polling instead of channel sensing, where an idle station that
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is ready to receive a packet transmits a ready-to-receive (RTR)
packet so that any station that has a packet for the receiver can
attempt a transmission. A transmission includes information
on the backlog at the transmitting station so that the receiving
station may continue sending invitations in the future. MACA-
BI may suffer from throughput degradation when the traffic
pattern changes among the transmitting stations [21,29].

Channel-reservation MAC schemes, such as channel reser-
vation and cooperative relay (CRCR) [30] and early backoff
announcement (EBA) MAC, eliminate the need for car-
rier sensing by reserving slots for transmission [31]. In such
schemes, a station announces to the entire network the time
its next packet is transmitted, and all stations in the network
become informed on future time-slot reservations. A station
that has no reservation may select an available time slot for its
coming transmission. While channel reservation techniques
drastically reduce collision rates, they also increase transmission
overhead, besides requiring additional memory to store the
reservations.

Macaluso et al . [10] proposed the first MAC schemes for
NLoS-FSOC, which is based on channel sensing. Here, a
station with a packet to transmit projects a light beam onto
the DR requesting access to the channel. The scheme detects
a reflected beam that is free from spatial collision. This work
showed space-time trade-offs may be considered in access
schemes. However, the angle of incidence problem may jeop-
ardize the scheme operation. Carrier-sense schemes are the
norm in RF wireless networks. Such schemes have been widely
studied, and some of them can achieve high performance.
Examples of those are IEEE 802.11 [14], the quality QOS
Categories Activeness-aware Adaptive EDCA (QCAAAE)
[32], and more recently, the StaTion pREsence Awareness in
crowded networks algorithM (STREAM) [33].

IEEE 802.11 is the standard multiple access scheme based
on carrier sense. This scheme can handle multiple classes of
traffic, and it has been proved over time to be very versatile.
However, it is sensitive to crowding effects; the throughput of
the network decreases in a crowded or loaded network.

QCAAAE is similar to IEEE 802.11, except that it is aware
of the number of stations in the network. This information is
used for sizing the congestion window. The AP plays a role in
the estimation of this information.

STREAM is another station-presence-aware scheme in
which the selection of contention periods is based on the
number of stations in the network. It uses a contention period
whose duration is proportional to the estimated number of
stations so that collisions are reduced.

Different from the existing schemes, STAR uses explicit start
of the contention period, in which stations attempt to capture
the channel, and without prior sensing. STAR is also station
presence aware, as it uses that to achieve high performance.
Table 1 presents a summarized comparison of the discussed
MAC schemes in this section. Note that QCAAAE, STREAM,
and STAR are the only schemes that consider multiclass traffic
and are network occupancy aware.

Table 1. Comparison of the Discussed MAC Schemes

Scheme Principle Performance
Multi-class

Traffic

Network
Occupancy

Aware

CRCR Channel High No Yes
EBA reservation No Yes
802.11 High Yes No
QCAAAE Carrier Yes Yes
STREAM sense Yes Yes
Macaluso No No
ALOHA Carrier sense Low No No
MACA-BI agnostic No Yes
STAR Explicit start High Yes Yes

3. TIME SLOT STRUCTURE AND PROPOSED
MAC SCHEME

A. NLoS-FSOC and Channel Sensing Problem

For clarity, we list the terms and notations used in this paper in
Table 2.

In an optical channel, the received power Prx can be
expressed as [9]

Prx =
Pt R cos θ Ar

πd2
rx

, (1)

where Pt is the power of the transmitted light, R is the
reflectance of the DR, θ is the incidence angle between the
transmitted light and the DR’s normal, Ar is the aperture
area of the photodiode lens at the receiver, and drx is the dis-
tance between the receiver lens and the DR. From Eq. (1), the
received power is affected by R , θ , and drx, while assuming
that all communicating devices have the same Pt and Ar . The
selection of the DR material must consider the transmission
wavelengths of the UL and DL so that R ∼= 1. In the network,
θ and drx are determined by the location of the transmitting
device and the receiving lens, respectively. For instance, the
ground distance dtx between the transmitting station and the
DR’s normal affects θ , as shown in Fig. 2. The figure shows
that a large dtx produces a large θ and that drx varies for each
receiver. More importantly, θ also affects the intensity of
reflected light. Here, we consider that stations are capable of
acquiring, tracking, and pointing their transceivers to the DR
as they move through the coverage area.

Let φ be the smallest received power at which the optical
channel is considered busy. Then, the channel is idle when a
station senses Prx <φ. However, this consideration could be
the product of having a transmission with a large θ so that a
station with a small drx may still be unable to sense whether the
channel is busy.

A simple alternative to overcome the loss of the reflected sig-
nal due to the large angle of incidence in NLoS-FSOC is using
a large Pt that guarantees Prx ≥ φ for the largest drx, but such
a high power might pose safety concerns to human and fauna
eyesight, in addition to the consumption of large amounts
of energy. Alternatively, the largest drx can be reduced so that
Pt may be enough to sense the channel as busy; however, this
approach significantly reduces the communications range and
thus the area of coverage.
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Table 2. Notations Used in This Paper

Notation Description Association

σ Minimum duration of a contention slot Network
PIFS Time interval for which channel is

considered idle
Network

SIFS Time interval between frame transmissions Network
RTS Packet indicating a station’s intent to

transmit data
Station

CTS Packet indicating station is cleared to
transmit data

AP

ACK Acknowledgment packet AP
VO Voice packet Station
VI Video packet Station
DA Data packet Station
SP Start packet AP
NSP New slot packet AP
CWe Explicit contention window Station
X Segment of CWe Station
BO Backoff value Station
a Number of contention attempts of a station Station
n Number of stations Network
N Number of packets Network
aVO Number of contentions allowed in CWe for

VO traffic
Station

aVI Number of contentions allowed in CWe for
VI traffic

Station

aDA Number of connections allowed in CWe for
DA traffic

Station

tσ Duration of a σ AP
tPIFS Duration of a PIFS Network
tSIFS Duration of an SIFS Network
tACK Duration of an ACK AP
tCTS Duration of a CTS AP
tRTS Duration of an RTS Station
tVO Duration of VO packet Station
tVI Duration of VI packet Station
tDA Duration of DA packet Station
tSP Duration of an SP AP
tNSP Duration of an NSP AP

a

DR’s normal 

b

c

dtx

DR 

s1 s2 s3 s4

drx

station

Fig. 2. Impact of dtx on θ .

Therefore, we resort to the placement of an AP in the very
near proximity to the DR so that it can effectively sense the
channel state (i.e., a fixed and small drx). This approach allows
the AP to inform the competing stations within the range of
its transmissions of an idle channel. Thus, the uplink trans-
mission can be sent at large distances from the DR. However,
the size of the coverage area is determined by the largest drx

at which a station receives downlink transmissions from the

AP. Nevertheless, this feature of a NLoS-FSOC OLAN also
calls for revisiting the use of channel sensing by stations in the
network, which is popularly used in MAC schemes for RF
networks.

B. Example of NLoS-FSOC in a Laboratory
Experiment

Figure 3(a) shows a signal projected on the DR and detected by
the receiver. This is an example of how the light may be pro-
jected and detected by the stations with a LoS to the DR. The
light from the transmitter is modulated and projected onto the
DR using continuous wave modulation (CWM). The reflected
beam from the DR falls on the receiver, a DET100A2 silicon
photodetector, whose analog output is connected to a Siglent
2304X oscilloscope and waveform generator. DET100A2 has
a sensitivity (ρ)∼= 0.65 A/W at 852 nm, Ar = 75.2 mm2, and
can detect a CWM up to 10 MHz.

The voltage from the generated waveform is added in series
to that of a Rigol DP831A programmable power supply pro-
viding a constant current and voltage to the transmitter diode
so that the intensity of the light from the laser diode is varied
according to the voltage of the generated waveform. This
allows the CWM of the transmitter’s light onto the DR, as
shown in Fig. 3(b) where a sine wave (yellow wave) is mod-
ulated to show CWM in NLoS-FSOC. The green wave in
the figure is the received waveform from the receiver. The
frequency of the generated wave in the experiment is 10 MHz,
and the time difference between the peaks of the generated
and received wave is 80 ns. The received signal shows how the
reflected signal carries the information (wave) transmitted by
the incident laser light.

Fig. 3. Transmitted and received signal. (a) Continuous wave
modulation setup. (b) Graph of modulated and demodulated sine
waves.
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C. Proposed Time Slot Structure

In STAR, the AP not only is the intermediate gateway for
all transmissions from the stations in the network but also
indicates the time when the channel is available for access. It
announces the beginning of a new cycle and the contention
slots by transmitting a start packet (SP) to indicate the start
of the explicit congestion window (CWe ), which is a set of
contention slots. A new slot packet (NSP) indicates the start
of a contention slot as shown in Fig. 4(a). A cycle is the num-
ber of time slots where each slot is designated for contention.
The number of contention slots in the cycle depends on the
number of stations in the network and the classes of service.
In each contention slot, stations are allowed to contend for
channel access. Therefore, the transmissions from the AP, by
design, are detectable by the stations in the area of coverage. A
successful channel access occurs if only one station contends,
and a collision occurs if two or more stations contend during
the contention slot. Time slots 1–3 in Fig. 4(a) show an idle,
unsuccessful and successful capture of the optical channel,
respectively.

The SP packet carries the CWe size, as a number of con-
tiguous contention slots, and a list of the allowed number of
contention attempts a in CWe for each traffic class c . The
classes of traffic are prioritized by having voice (VO) as the top
priority, video (VI) as the medium priority, and data (DA) as
the lowest priority. The CWe size changes according to the
experienced network performance, represented as collision,
successful packet transmission, or an idle time slot. Here, a
is adjusted for the next CWe by the AP to improve network
performance.

Fig. 4. Proposed time slot structure, CWe , X , and the constituent
of events in a time slot for STAR. (a) Proposed time slot structure for
an optical channel. (b) Explicit contention window, CWe , and its
segments and contention slots. (c) Example of four segments X in a
CWe = 16. (d) Constituents of successful, idle, and failed contention
in a time slot.

A station that aims to compete for channel access listens
and waits for the SP. The station divides the CWe size by a to
obtain the length of what we call a segment. A segment (X )
is the number of contiguous time slots in which the station
is allowed to contend for the channel only once. Figure 4(b)
shows a CWe and X s in STAR, and Fig. 4(c) shows an exam-
ple of X s for video traffic with {CWe , aVO, aVI, aDA} =

{16, 4, 2, 1}, where aVO, aVI, and aDA are the number of
contention attempts for VO, VI, and DA packets, respectively.
The size of each segment is calculated as

X i =

[
i − 1

a
CWe + 1 :

i
a

CWe

]
, (2)

where X i is the i th segment in the CWe . The number of back-
off (BO) time slots for the station in X i is randomly chosen as

BO= random[X i ] −ψ, (3)

where ψ is the current time slot. STAR may adjust a as the
time passes to find an appropriate number of transmission
opportunities according to the priority of the traffic classes and
the existing access demand per traffic class.

D. Proposed STAR Scheme

STAR uses the proposed slot structure to indicate when
stations can contend for channel access, and a version of
contention avoidance, as that in IEEE 802.11. In addition,
it adjusts the CWe size to accommodate for the load of the
different traffic classes.

STAR starts with the transmission of the SP and the first
NSP. If a station has a packet to transmit, it sets the BO in the
current segment X i after the SP is received, and it decreases
it by 1 after receiving each NSP until the BO reaches 0, at
which point the station contends for the channel. Contention
in STAR follows the four-way handshake model of the DCF,
where a station transmits a request-to-send (RTS) to the AP
at the beginning of a contention slot. The AP transmits a
clear-to-send (CTS) as a response to the received RTS, after
which the station transmits the packet (DATA) to the AP, and
the AP sends an ACK for the DATA received. If a CTS is not
received from the AP for the transmitted RTS, the station
selects a new BO in the next segment X i+1 or CWe if X i is
the last. The AP transmits an NSP after a point coordination
function inter-frame space (PIFS), that is, a period of time
after which the transmission channel is considered idle. An idle
period, known as a short inter-frame space (SIFS), is used by
the receiver during the exchange of frames to mark the end of
incoming transmissions. The duration of a PIFS is the sum of
an SIFS and a slot time (σ ).

Figure 5 shows the flowchart of the steps in STAR, as
performed by a station. This scheme is also described as a
pseudo-code in Algorithm 1. The AP uses a congestion counter
to estimate the size for the next CWe . The counter is increased
by 1 if an RTS is successfully received by the AP or 2 if other-
wise. The AP decreases the congestion counter by 1 if it does
not receive an RTS for two time slots. The CWe size for the
next CWe is equal to the current congestion counter, or the
default value if the count is smaller than the default value.
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Fig. 5. Flowchart of the steps and processes of STAR.

Algorithm 1. Pseudo-code of the STAR scheme

1: procedure Implementing STAR in station s.
2: listen to the channel for SP;
3: a← number of the contention attempts
4: i = 1; // i is segment counter
5: ψ = 0 // ψ is time slot counter
6: while i ≤ a do
7: BO← random[X i ] −ψ;

8: while BO> 0 do
9: if NSP is received then
10: ψ =ψ + 1;
11: BO= BO− 1;
12: if Station has packet to transmit then
13: transmit RTS packet;
14: i = i + 1;
15: go to 2;

Algorithm 2 presents the pseudo-code of the algorithm used to
estimate the CWe size.

4. ANALYSIS OF STAR

Figure 6 shows the states and transitions of station s in STAR
as a Markov’s chain. Let b(t) be the stochastic process that rep-
resents the BO count of a given station, Pid be the probability

Algorithm 2. Estimate the CW size for the next CWe

1: congestion= 0, idle_cnt= 0, seq_ctr= 0;
2: if congestion≤ 16 then
3: CW= 16;
4: congestion= 16;
5: else
6: CW= congestion;
7: seq_ctr= 1, idle_ctr= 0;
8: while seq_ctr≤ CW do
9: if AP receives but cannot decode RTS then
10: congestion= congestion+ 2;
11: else if AP decodes an RTS then
12: congestion= congestion+ 1;
13: else if AP does not receive an RTS then
14: idle_ctr= idle_ctr+ 1;
15: if (idle_ctr mod 2= 0) then
16: congestion= congestion− 1;
17: seq_ctr= seq_ctr+ 1.

Fig. 6. Markov’s chain represents the state transition of a station in
STAR.

that a time slot is idle, and Ptr be the probability of at least one
transmission in a time slot.

In general, let

bv = lim
t→∞

P {b(t)= v}

be the stationary distribution of the Markov’s chain shown in
Fig. 6. The BO counter decreases by one count at the begin-
ning of a new time slot. The probability for this change of
state is

b{v|v+1} = 1, (4)

because the probability of moving to a new time slot is 1.0;
that is,

Ptr + Pid = 1. (5)

Let Pτ be the probability that a station’s BO state is 0
(i.e., BO= 0); that is,

Pτ = b0. (6)

In a steady state, the following relationships hold:

bv−1 = bv, (7)

and

b0 = bv . (8)

The BO value is uniformly distributed over X i . Therefore,

bv =
1

X i
. (9)
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Let c be 1 to 3 for VO, VI, and DA, respectively, and Pid,c be
the probability that no station transmits a packet of a particular
traffic class in a time slot; that is,

Pid,c = (1− Pτ )nc , 1≤ c ≤ 3, (10)

where nc is the number of stations that carry the same class of
traffic. Therefore, the probability that no packet is transmitted
in a time slot is

Pid =

c∏
Pid,c , (11)

and the probability that at least one station transmits in a time
slot is

Ptr = 1− Pid. (12)

The probability that a station successfully transmits a packet
of class c traffic (Psuc,c ) occurs when only one station transmits
a packet of class c and no station transmits a packet of the
other traffic classes on the condition that at least one station
transmits a packet [34,35]. This probability is given as

Psuc,c = nc Pτ (1− Pτ )nc−1
c ′∏

Pid,c ′/Ptr, (13)

where c ′ are the traffic classes not transmitted.
The throughput µ of the network is defined as the ratio

of the time it takes for a station to transmit only the packet
and the time it takes to capture the channel and transmit the
packet; that is,

µ=
E [packet duration]

E [time taken to transmit the packet]

or

µ=
Ptr
∑c Psuc,c tpkt

tSP + Pidtid + Ptr
[∑c Psuc,c tsuc + (1−

∑c Psuc,c )tcol
] ,
(14)

where tpkt is the duration of a packet for a given traffic class. tid,
tsuc, and tcol are the duration of an idle, successful, and collision
slot, respectively.

Here, tid, tcol, and tsuc are

tid = tNSP + tσ , tcol = tNSP + tRTS + tPIFS,

and

tsuc = tNSP + tRTS + tSIFS + tCTS + tSIFS

+ tpkt + tSIFS + tACK + tPIFS,

as shown in Fig. 4(d).

5. PERFORMANCE EVALUATION

We evaluate the performance of STAR through computer
simulation and compare its throughput with that theoretically
obtained. We also evaluate the throughput and transmission
ratio of STAR through computer simulation for different
allowed numbers of attempts. Here, we consider three different
allowed numbers of attempts where the order of contention

Table 3. Parameters and the Corresponding Values
Used in the Simulation

Parameter Value (µs)

tσ 9
tPIFS 16
tSIFS 16
tACK 20
tCTS 20
tRTS 40
tVO 500
tVI 1000
tDA 2000
tSP 12
tNSP 2

attempts is {3,2,1} in the first, {4,2,1} in the second, and {6,3,1}
in the third SP. The number of allowed attempts increases for
VO and VI in each SP, so that the stations that carry higher
priority classes of traffic get assigned more attempts than the
stations that carry lower priority traffic. The effect of the
increase in the number of allowed attempts is then evaluated.
The graphs for the SPs are labeled STAR_1, STAR_2, and
STAR_3, respectively. Each simulation is run for 600 s with
n = {30, 60, ..., 300} and with increasing steps of 30 stations.
In the network, a third of the total number of stations carries
voice, video, and data traffic. In this simulation, a station
always has a packet to transmit. Table 3 summarizes the param-
eters used for the simulations presented in this paper, unless
otherwise stated. Inter-frame spaces (IFSs) in wireless commu-
nications, such as in RF communications have been calculated
based on the propagation delay, clear channel assessment time,
receiver transmitter turnaround time, MAC processing delay,
physical layer convergence protocol delay, and the receiver
delay for the method of transmission. Such parameters have
been studied and standardized to allow communications
between devices on a broadcast channel. However, IFSs in
NLoS-FSOC are yet to be standardized. Therefore, we employ
the parameter values used in IEEE 802.11 standards in our
computations. This allows us to evaluate the performance
of the system with known IFSs. However, because optical
communications can achieve higher transmission speeds than
RF communications, we may be able to accommodate much
shorter IFSs in NLoS-FSOC.

Figure 7(a) shows the throughput for different numbers of
attempts and the theoretical throughput. As the figure shows,
the throughput decreases as the total number of contention
attempts in CWe increases (i.e., atot = aVO + aVI + aDA), so
that STAR_1 achieves the largest throughput and STAR_3
achieves the smallest throughput. A CWe with a larger atot

provides more contention opportunities for the competing
stations as compared to that of a CWe with a smaller atot.
However, an increase in the number of contentions also
increases the number of collisions in the CWe , and in turn, it
decreases the network throughput. The theoretical throughput
in Eq. (14) is evaluated using the average of the last 100 CWe

sizes, as obtained from the simulation. The difference between
the theoretical and simulated throughput is ∼= 0.001, which
shows that the theoretical throughput is consistent with the
simulated throughput.
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Fig. 7. Graph of the throughput and transmission ratio in STAR
for contention attempts in an SP. (a) Throughput for different lists of
contention attempts. (b) Transmission ratio for different lists of con-
tention attempts.

The number of transmitted packets for a class of traffic with
a higher priority in the network is expected to be larger than
that of a class of traffic with a lower priority for a MAC scheme
that handles different traffic classes. Therefore, a comparison
of the fraction of transmitted packets for each traffic class
shows that the increase in contention opportunities given to
the stations with higher priority class of traffic results in an
increase in packet transmissions for those traffic classes. The
transmission ratio (T) is defined as

T =
Number of transmitted packets for a class of traffic

Total number of transmitted packets

or

T =

∑nc
1 Nc ,s∑c

1

∑nc
1 Nc ,s

, (15)

where Nc ,s is the total number of packets transmitted by sta-
tion s for class c . Figure 7(b) shows that more voice packets
than video packets are transmitted because voice traffic has a
higher priority than video traffic. Likewise, more video pack-
ets are transmitted than data packets. The graph shows that
STAR_3 achieves the highest transmission ratio of voice pack-
ets among those tested because of the ratio of voice attempts
in a CWe , that is, the number of allowed attempts for VO
traffic to the total number of allowed attempts. Thus, the
transmission ratio is directly correlated to the ratio of attempts

for the class of traffic. Likewise, STAR_1 achieves the highest
transmission of video and data packets because of the ratio of
attempts in the CWe .

A. Performance Comparison with other Schemes

We compare the performance of STAR with IEEE 802.11,
QCAAAE, and STREAM. We selected these schemes because
IEEE 802.11 is extensively deployed and QCAAAE and
STREAM consider the presence of stations in the network in
their contention windows, different traffic classes, and the use
of contention for attempting a transmission. However, because
these schemes are carrier-sense MAC schemes and because
of the void in OLAN-based schemes, we modified them to
operate in an OLAN. We compare these schemes by observing
the differences in their throughput, energy consumption,
transmission ratio, delay, and fairness. Like in STAR, channel
access in STREAM and QCAAAE depends on the broadcast
information transmitted by the AP in the selection of the BO.
A brief description of the implementation of IEEE 802.11,
QCAAAE, and STREAM for the optical channel is given as
follows:

(i) IEEE 802.11 implements access control for different
classes of traffic by combining the arbitration inter-frame
spacing (AIFS) and the CW size in the selection of the
BO. Here a station chooses a CW size and AIFS number
(AIFSN) that corresponds to the class of traffic it carries.
IEEE 802.11 uses a binary exponential backoff; that is,
for every contention that results in a collision, the sta-
tion doubles its CW size until the maximum contention
window (CWmax) size is reached. The CW size is set to
the minimum contention window (CWmin) size when
the station receives a CTS from the AP. The BO in IEEE
802.11 for a station is

BO= random[0 : 2 f CW− 1], (16)

where f is the number of consecutive collisions and
CWmin ≤CW≤CWmax. A station selects the BO for its
class of traffic and regressively counts for every passing
time slot until the BO is 0, after which the station con-
tends if the channel is idle for a duration equal to its AIFS.
By considering the proposed slot structure, we modify the
AIFSN of IEEE 802.11 to reflect the removal of channel
sensing before contention by stations carrying different
classes of traffic. Table 4 shows the modified parameters
for IEEE 802.11 to handle the optical channel. Stations
implement the AIFSN by counting consecutive idle time
slots equal to the AIFSN before contending for channel
access.

(ii) QCAAAE selects the CW size and AIFSN according to the
broadcast information by the AP. The CW size and AIFSN
in QCAAAE accounts for the number of active stations
that transmit each class of traffic. CWmin and CWmax in
QCAAAE are

CWmin = 2dlog2(nc /2)e − 1
and

CWmax = 2dlog2(2nc )e − 1.
(17)

Authorized licensed use limited to: New Jersey Institute of Technology. Downloaded on June 28,2023 at 21:28:02 UTC from IEEE Xplore.  Restrictions apply. 



Research Article Vol. 14, No. 10 / October 2022 / Journal of Optical Communications and Networking 823

Table 4. IEEE 802.11 Parameters for Different Traffic
Classes

Traffic CWmin CWmax AIFSN

VO 4 8 0
VI 8 16 0
DA 16 1024 1

In addition, AIFSN= 2+ δc , where δc indicates the
presence of higher-priority traffic in the network. For
instance, the AIFSN for VI is 3 if there is at least one
station carrying VO traffic in the network; otherwise,
the AIFSN is 2. The AP computes nc and δc for the
different classes of traffic during the device (or station)
association process in a wireless fidelity (WiFi) system
where a new device is authenticated and associated with
the AP. Changes in nc and δc for the different classes of
traffic are broadcast by the AP as they occur. We make the
AIFSN= δc for the optical channel in our simulations.

(iii) In STREAM, a time slot is divided into m + 1 minislots
in which a station contends for channel access. A station
selects the BO and decreases it by 1 after every passing
time slot until the BO reaches 0. Here, the BO is selected
randomly as

BO= random[0 : k′n − 1], (18)

where k′ is the distribution factor associated with the class
of traffic, and n is the number of active stations broadcast
by the AP. When the BO equals 0, a station randomly
selects a minislot number ( j ) associated with its traffic
class and waits for j idle minislots to pass before contend-
ing for the channel. If the station senses contention during
the count of j , the station defers transmission and selects
a new BO; otherwise, the station transmits an RTS. Here,
0≤ j ≤m is selected according to the traffic class the
stations carry; that is,

j = random[ jc ], (19)

where jc is the range of selectable minislots for the traffic
class. A minislot in STREAM begins with the transmission
of an NSP. Table 5 shows the value of k′ and the range of jc
associated with each traffic class. For a single class of traffic
jc is randomly selected from [0:3].

The AP maintains a count of stations whose RTS has been
received within a time period. Additionally, STREAM uses
a congestion counter that increases nc by 0.5 for every 2
consecutive collisions and it is decreased by 0.75 for every 2
consecutive idle time slots.

We compare the achievable throughput, energy consump-
tion, transmission ratio, delay, and fairness of STAR_2 to

Table 5. STREAM Parameters for Different Traffic
Classes

Traffic k′ jc

VO 0.06 [0:1]
VI 0.12 [0:2]
DA 0.24 [2:3]

Fig. 8. Throughput of the compared schemes.

those of IEEE 802.11, QCAAAE, and STREAM. We chose
STAR_2 because the ratio of the allowed number of attempts
to aDA is the same when the CWmin of the DA in IEEE 802.11
is divided by the CWmin for VO, VI, and DA. We refer to
STAR_2 simply as STAR in the remainder of this paper.

1. Throughput Comparison

Figure 8 shows that STAR achieves higher throughput than
the compared schemes. The high throughput of STAR is the
product of using a large enough CW size for the number of
competing stations. Furthermore, the limit on the number of
contention attempts in each segment reduces the occurrences
of collision as the number of stations in the OLAN grows.
Like STAR, STREAM estimates the number of active stations
using network events. However, STREAM does not limit the
number of contentions for each station. Therefore, the colli-
sion rate in STREAM is much higher than that in STAR. As a
result, STAR achieves higher throughput than STREAM. The
estimated CW size in QCAAAE is small because contending
stations experience more collisions and lower throughput than
in STAR and STREAM. IEEE 802.11, which is the leading
MAC scheme in wireless communications achieves the smallest
throughput of 0.675. The throughput of IEEE 802.11 is the
lowest among the compared schemes because the CW size in
the scheme remains constant despite the growing number of
stations in the network. The result is an increase in the number
of collisions and a rapid decline in throughput as the number
of stations increases. STAR achieves a throughput of 0.825,
which is 15% more than that of IEEE 802.11.

Because tpkt for the traffic classes in Table 3 decreases as the
priority increases, a scheme that transmits more packets of
lower priority may achieve higher throughput than the others.
Therefore, we examine the performance for the compared
schemes when tpkt = tVO (i.e., tVI = tDA = tVO) to show that
the throughput performance of the schemes remains the same
for the same tpkt. Figure 9 shows the throughput achieved by
the compared schemes as the number of stations increases. As
expected, the throughput shown in this figure is similar to that
in Fig. 8, where STAR performs the best and IEEE 802.11
performs the worst.
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Fig. 9. Throughput when the packet durations are equal for the
traffic types.

Fig. 10. Energy consumption.

2. Comparison of Energy Consumption

We examine the energy consumption of the compared schemes
during contention. We consider only the transmission of RTS
because the energy consumed in the receipt of CTS, ACKS,
and the transmission of data packets is the same for the com-
pared schemes. Therefore, the total energy consumption (E c )
during contention is also different. E c is computed as

E c = ERTS NRTS, (20)

where NRTS is the total number of RTSs, and ERTS is the
energy consumed in the transmission of an RTS. We assume
that ERTS = 20 µJ in our analysis.

Figure 10 shows that IEEE 802.11 consumes a large amount
of energy because the experienced number of collisions
increases as the number of stations also increases. The energy
consumption of STAR, STREAM, QCAAAE, and IEEE
802.11 increases to {8.3, 12.2, 18.7, 591.2} J, respectively,
for n = 300 in the OLAN. STREAM, QCAAAE, and IEEE
802.11 consume about 46%, 120%, and 7000%, respectively,
more energy than STAR.

3. Comparison of the Transmission Ratio

Figure 11(a) shows the transmission ratio of the considered
schemes for different classes of traffic. It shows that each
scheme transmits more packets of higher than of lower pri-
ority traffic. IEEE 802.11 does not transmit DA packets as
shown in Fig. 11(b) during the simulation period because of

Fig. 11. Transmission ratio of the compared schemes. (a) Per class
transmission ratio. (b) Pie chart of the transmission ratio for n = 30.

the implementation of AIFS, and the CW size for DA limits
the contention opportunities for stations carrying DA traffic.
The CW size for DA traffic in QCAAAE is similar to VO and
VI, but it leads to fewer transmissions of DA traffic because
of the AIFS implementation. The common values of jc in
STREAM, that is, minislots [0:1] for VO and VI and minislot
[2] for VI and DA, allow for the transmission of all the classes
of traffic. STAR guarantees contention opportunities for all
stations and for each traffic class.

4. Average Delay Comparison

To further examine the impact of the transmission rate of
the compared schemes, we examined the average delay of the
different traffic classes for each scheme, as shown in Fig. 12.
Because each station experiences a different transmission
ratio for the classes of traffic, we measure the average delay for
each traffic class in the network, where each station transmits
10,000 packets. A station generates a packet randomly every
n ∗ (Tsuc + 5σ) s; that is, the packet generation (G)

G = random[0 : n ∗ (Tsuc + 5σ)].

Figures 12(a)–12(c) show the average delay for VO, VI,
and DA traffic, respectively, indicating that the average delay
of STAR is the smallest for each traffic class. The delay of
the STREAM, QCAAAE, and IEEE 802.11 are larger, in
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Fig. 12. Average delay for the different traffic classes. (a) Delay for
VO traffic only. (b) Delay for VI traffic only. (c) Delay for DA traffic
only.

increasing order. The average delay increases as the collision
rate experienced by the stations increases. Therefore, the small
average delay of STAR is a product of reducing the number
of collisions by the CW size. The figure also shows a crossover
in the delay of QCAAAE and STREAM as the number of
stations increases. The crossover occurs because of the mecha-
nism used in QCAAAE to estimate the CW size and how it
produces fewer collisions for a small number of stations, e.g.,
n < 60. The result is a lower delay in QCAAAE than that of
STREAM. Compared to the delay performance of STAR, the
QCAAAE and STREAM MAC schemes are {0.001,0.002} s
slower for VO traffic, {0.002,0.006} s slower for VI traffic,
and {0.003,0.007} s slower for DA traffic, respectively, when
n = 30.

However, IEEE 802.11 experiences the largest number of
collisions.

Fig. 13. Fairness for VO and VI traffic. (a) Fairness among sta-
tions that carry VO traffic. (b) Fairness among stations that carry VI
traffic.

5. Fairness Comparison

We examine the fairness in transmission per traffic class by
measuring the contribution of the individual stations to the
total number of transmitted packets of each traffic class. That
is, for station s that carries traffic class c , the fairness, Fc ,s ,
experienced by that station is given as

Fc ,s =
Nc ,s∑nc

s=1 Nc ,s
. (21)

We plot the cumulative distributed function of the fairness
for VO and VI traffic at n = 150 for the compared schemes.
When the MAC scheme is fair, stations that carry the same
traffic class experience the same contention opportunities and
transmit almost the same number of packets. Therefore, the
difference in Fc ,s for the stations carrying the same traffic class
is small. A large difference in Fc ,s implies that some stations
experience more contention opportunities than other stations
that carry the same traffic class. As a result, the stations with
more contention opportunities transmit more packets. As
shown in Fig. 13, STAR and IEEE 802.11 achieve the smallest
and largest difference in Fc ,s , respectively, as shown for VO
traffic in Fig. 13(a) and VI traffic in Fig. 13(b). The limit
on the allowed number of contention attempts in a segment
for STAR leverages fair access to the transmission channel.
Because the CW size and AIFS in both QCAAAE and IEEE
802.11 severely limit the contention opportunities of stations
carrying DA traffic, we do not compare the fairness for DA
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traffic at n = 150 as no packet is transmitted by the end of the
simulation for these two schemes.

6. CONCLUSIONS

This paper proposed a time slot structure for nondirect line-
of-sight free-space optical communications, or NLoS-FSOC,
where an access point uses a broadcast packet, called the new
slot packet, to announce the start of a contention slot to the
stations in an OLAN. More drastically, our approach rescinds
from the conventional use of channel sensing, which is com-
monly referred to as carrier-sense multiple access with collision
avoidance (CSMA/CA). This feature is proposed to work
around the features of an NLoS-FSOC OLAN where some
stations may not be able to detect the state of the broadcast
optical channel, but a proximal access point is able to do so.

We also introduce STAR, a practical MAC scheme based
on the proposed time slot structure that achieves sustainable
high throughput for different classes of traffic. The discrepancy
in the access rates experienced by the stations in STAR is the
smallest among all the compared schemes. STAR is based on
the principle that the contention window size should be large
enough to reduce collisions among a large number of stations
in an OLAN. STAR also uses a maximum permissible number
of attempts per traffic class to avoid starvation of lower-priority
traffic classes.

Our results show that STAR achieves 83% throughput. We
also compared the performance of STAR with wireless MAC
schemes that were adapted for the optical broadcast channel,
such as IEEE 802.11 and other leading MAC schemes, which
were originally designed for RF-based wireless networks. In
the presented performance comparison, we show that STAR
achieves higher performance than the compared schemes.
The high performance of STAR is attributed to its dynamic
estimation of the contention window size as it provides trans-
mission opportunities for competing stations and reduces the
occurrence of collisions.
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