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Abstract—The scalability of Clos-network switches make them
an alternative to single-stages switches for implementindarge-
size packet switches. This paper introduces a cell dispatuoig
scheme, called maximum weight matching dispatching (MWMD)
scheme, for buffered Clos-network switches. The MWMD schem
is based on a maximum weight matching algorithms for input-
buffered switches. This paper shows that, with request queas
in the buffered Clos-network architecture, the MWMD scheme
is able to achieve a 100% throughput for independent admissi
ble traffic, without allocating any buffers in the second stge
and without expanding the internal bandwidth. As a prac-
tical scheme, a maximal oldest-cell-first matching dispatung
(MOMD) scheme is also introduced. MOMD shows that using
a finite number of iterations in the dispatching scheme, the
throughout under unbalanced traffic pattern can be high.

Index Terms—Packet switch, clos-network, dispatching,
throughput, maximum-weight matching

I. INTRODUCTION

One way to ease the complexity of scheduling in Clos-
network switches is by allocating memory in the first andahir
stages. In this way, if contention for an internal link ocgur
loser cells are stored in the buffers in the first stage madule
These switches can be referred to as buffered Clos-network
switches. As the memory technology evolves, the memory
amount that can be embedded into a chip is no longer a
strict limitation. Within buffered Clos-network switchewe
can consider two groups: with and without buffers in the
second-stage modules.

A gigabit ATM (asynchronous transfer mode) switch using
buffers in the second-stage was presented in [3]. In this
architecture, every cell is randomly distributed from thstfi
stage to the second-stage modules to balance the traffic load
in the second-stage. Implementing buffers in the secoaglest
modules resolves contention among cells from different-firs
stage modules [15]. However, it requires a re-sequencing
function at the third-stage modules, because the buffetisein

It is well known that single-stage switches have limited-scasecond-stage modules cause an out-of-sequence problem.

ability, in terms of the number of ports. This limited scaliyp

A three-stage switch with buffers in the first and third

is the result of the limited number of connection pins that stages and bufferless second stage is called a buffered Clos

switch chip can allocate. The three-stage Clos-networ{?]

network switch. In [4], an ATM switch was developed. This

switch can provide a higher degree of scalability than singlapproach does not suffer from the out-of-sequence problem.
stage switches, because of the smaller number of switcls ch§ince there are no buffers in the second-stage modules to

needed for a large size switch.

resolve contention, dispatching cells from the first stage t

We can categorize the Clos-network switch architectur® inthe second stage becomes an important issue. A random
two types: bufferless and buffered. A bufferless Clos-rmekw dispatching (RD) scheme is used for cell dispatching froen th
switch has no memory in any stage. To avoid contention in afigst stage to the second stage [4], as adopted in the case of th
stage, scheduling needs to be performed at the input paots pbuffered second-stage modules in [3]. However, RD is na# abl
to sending the packets through the switch. This approach hasachieve a high throughput unless the internal bandwiglth i
the advantage of simplifying the design of the switch mosluleexpanded, because the contention at the second stage cannot
However, the matching process may be complex and requiye avoided. To achieve 100% throughput for uniform traffic
a long resolution time. Scheduling of bufferless Clos-reekv by using RD, the internal expansion ratio is set to about 1.6
switches can also be used in optical switches where switainen the switch size is large [2], [4]. This expansion makes
reconfiguration may not have to change as fast as per tigdigh-speed switch difficult to implement in a cost-effeeti
slot. There are several studies on scheduling for bufferlasanner.

Clos-network switches [7], [8], [9]- They, however, are ofit
the scope of this paper.

It has been shown that it is possible to provide 100%
throughput under uniform traffic without expanding the in-

Here, we assume that variable-length packets are segmenggdal bandwidth on a buffered Clos-network switch with a
into several fixed-sized packets, or cells, when they arriveund-robin-based dispatching scheme [2]. Moreover,rdive
Cells are switched through the switch fabric, and reasseshbHispatching schemes have been proposed to reduce the @averag
into packets before they depart. The time to transmit a cekll delay [5], [11] under uniform traffic. However, real ffia

through the switch is called time slot.
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patterns are not only uniform, but a wide variety of admikesib
traffic patterns, including those with nonuniform disttiloms.

One question arises: Is it possible to achieve a 100%
throughput under independent admissible traffic, withdut a
locating any buffers in the second stage to avoid the out-of-
sequence problem and without expanding the internal band-
width?

This paper proposes a cell dispatching scheme, called



maximum weight matching dispatching (MWMD) scheme, foRQ(i, j, ) is granted for transmission, one cell is dequeued
buffered Clos-network switches. The MWMD scheme is basédm VOMQ(i, j) in a FIFO manner. A VOMQ can receive
on the maximum weight matching algorithm for input-bufigreat mostn cells fromn input ports and can send at most
switches [6]. It is known that for independent admissibleells tom CMs in one time slot. Each7M (i) hasm output
traffic, a maximum throughput of 100% in an input-bufferetinks. Each output linkL; (¢, r) is connected to each'M (r).
switch is achievable by using a maximum weight matchir

algorithm [6]. We show that by the considering request qeeu '" o M) ome) oG,
in a buffered Clos-network switch and the MWMD schem®©.9.  vouce.g Rq0<°r°> T P9,
it is possible to achieve a 100% throughput for independe . C e N
admissible traffic, without allocating any buffers in theitel IM,VOMQ%)Rqo,om ]]]]] loro, 1)
modules at the second stage and without expanding the abtel =KL _ :
bandwidth. Furthermore, we introduce an iterative didpatc “1g) " oMo ~ o)
ing scheme, maximal oldest cell first matching dispatchir™2 | VOM‘%ESJ]SL) Tm P22,
(MOMD), based on the oldest-cell-first (OCF) scheme [1: P D]
for single-stage input-buffered switches, and show thait e, jrevasy —Eery T PRy
provide 100% throughput under our nonuniform traffic mode : ; :
called unbalanced. e, 0)) VOM%OQQE;%)M ‘cwmn : owmm N

This paper is organized as follows. Section Il describe — = rakakro \ :
our switch model. Section Il discusses the MWMD SCheMi.; il onas vo = et oms \ Rkt
Section IV describes the MOMD scheme. Section V shov™ | — qu‘m,m ‘ i
the performance study. Section VI presents the conclusion:

II. BUFFEREDCLOS-NETWORK SWITCH MODEL Fig. 1. Clos-network switch with virtual output-module ges (VOMQs)

. . ._in the input modul
Figure 1 shows a buffered Clos-network switch. The firgt P MOCHIEs

stage consists df input modules (IMs), each of which has an A CM(r) has k output links, Le(r, ), connected to
n x m dimension. The second stage consistsnobuffer-less OM(j). An OM(j) hasn output ports, each of which is

central_ modules (CM_S) each of which ha& & k& dimension. denoted aOP(j,1) and has an output buffer. Each output
The third stage consists &f output modules (OMs), each of ¢or receives at most, cells in one cell time slot, and each

which has anmn xmn dimer_lsior_L ) output port at the OM forwards one cell in a first-in-first-out
The terminology used in this paper is as follows: (FIFO) manner to the output line
g\]\/l/l(l):_(l+ 1)1tr1h|nputtmlodulﬁ, :/vher;? §91<§ k<_ 1. 1 Scalability, in terms of the port speeds, has also been
OM(O: (r+ 1)th ce? ra; mod ul &, Wh erg z 1'“<_k7:n o of research interest. A single-stage parallel packet switc
: (): ( + 1)th output module, wheré < j <k —1. osambles the switch fabric of a Clos-network switch (thee,
n: number of input/output ports in each IM/OM, respectively, . ¢ IMs, CMs, and OMs) because of the way the internal
k"nnuuTnbt?errO;f”\CAIf/{gMS. links are connected in the latter. Parallel switches carsid
S : ) using switch planes running at lower speed than the external
IP(i, h): (h+ 1)th input port (IP) at/M (i), where0 < h < connection links to provide high-speed ports [14]. We cdesi

n— 1. . . . .
DN . that Clos-network switches use internal links transfeydata
lOf(rf’—l)l (I + 1)th output port (OP) aOM (), where0 < at the same speed as the external links. Moreover, following

the principle of the parallel switch, Clos-networks swéslttan

also use parallel switching planes to provide high port dpee
However, the discussion about increasing the port speed in a
Clos-network switch is out of the scope of this paper.

VOMQ(i,7): virtual output-module queue afM (i) that
stores cells destined fapM ().

RQ(i,j,r): Request queue (RQ) &1/ (7) that stores requests
of cells destined foOM (j) throughCM (r). RQ(i, j,r) also
keeps the waiting tim&/ (4, j, r), which is the number of slots

a head-of-line (HOL) request has been waiting. I1. M AXIMUM WEIGHT MATCHING DISPATCHING

L;(i,r): output link of IM (i) that is connected t6'M (r). (MWMD) SCHEME
Le(ry 4): output link atC' M (r) that is connected t@M (j). The MWMD scheduler consists of subschedulers, each of
A(i, h, j,1): arrival rate atI P(i, h) for OP(j,1). which is denoted a$(r), as shown in Figure 2. Subscheduler

A(4,7): arrival rate atf M (i) for OM (j) =Y, >, A(4, h, 4, 1). S(r) selects up tok requests fromk? RQs, where corre-

sponding cells to the selected RQs are transmitted through
An IM (i) hask virtual output-module queues (VOMQs)CM (r) at the next time slot. InS(r), & RQs: RQ(i,0,7),

to eliminate Head-Of-Line (HOL) blocking. A VOMQ is ..., RQ(i,k — 1,r), are the requests frohM (z) to all OMs

similar to a virtual output queue (VOQ), which is usedhroughCM (r), andk RQs: RQ(0,4,7), ..., RQ(k—1,j,7),

in input-buffered switches [13], [6]. When a cell enters

VOMQ(i,j), the cell request is randomly distributed and LAn L-biLtceII muic,t be written to and read from a VOMQ memory in agtim
ess thang: and &=, respectively, where is a line speed. For example,

stored in RQ(z, ] amon request queues. A request c
QG j;7) gm req 4 q When L — 64 x 8 bits, C=10 Gbit/s, anth = m = 8, & = L is 6.4

in RQ(i,jZ T) is re_lated toVOMQ(i, j), b_UI is not relateq ns. This is feasible when we consider 2-port memorie$ Withecth Available
to a specific cell inVOMQ(s,j). Every time a request in CMOS technologies.



Subscheduler S(0) the internal bandwidth.

ﬁgz 2’10)0) IM(0) OM(0) Proof:
. T With this architecture, we use the rate matrix of the arrival

=5|re(i0.0) , rocess as:
: ; IM() oM() p :
;I IRO(i, k-1, 0) A= [l, h7j, l]
il RQ(k-1, 0, 0) H H
: : where the associate rate vector is
RQ(,{_IY ol O)IM(k 1) OM(k-1)
A= (A oA ERTURED 1.0,
Subcheduler S(m-1) A ( 0,0,0,0, 5 1\0,0,0,n—1, 5 0,0,k—1,0, )
—7 [RQ(0,0,m-1) A 1.0y s A0 D VA
RQ((),k-l,m-I)IM(O) e ® om0 0,0,k—1,0, » A0,n—1,0,0, » Ak—1,0,0,05 )

Q(l., 0oml) Ao—1m—1,k—1,n—1)-
Sl IM(i) OM(i . . . . -
=Rt ket mel) :>< 0 We assume that our admissible input traffic conditions,

—— |RO(k-1, 0, m-1) . . . .
RQ(k_] e m D oMk-1) E E A(i,h, j,1) <1 and E E A(i,h, 3, 1) <1, (1)
. i h il

Fig. 2. Maximum Weight Matching Dispatching (MWMD) Scheelul are satisfied.
The arrival processd4;(t), which is the aggregated cell
arrivals of n input ports at/M(i) that are destined to
are the requests from all IMs tOM(j) throughCM(r). VOMQ(i,j), is stationary and ergodic. The arrival matrix
S(r) selects one request from ea¢fi/(i) and one request representing the sequence of arrivalg) = [A; ;(t)], where,
to eachOM (j). S(r) finds an appropriate match according t@t time¢:

its scheduling algorithm as an input-buffered schedulersdo << . ) N
In the request selection if(r) at each time slot, a max- 4, ;(t) = { g’ l<gsn Ic];t?urerrllevai“s(;) occurs al’OMQ;
imum weight matching algorithm, the oldest-cell-first (QCF )

algorithm [6], is employedRQ(i, j, r) keeps the waiting time 4,4 the associated rate vector is
W (i, 4,r), which is the number of slots a HOL request has

been waiting.S(r) finds a matchM (r) at each time slot, At) = (Aoo(t), s Aop_1(t)y .., A1 x1 ().
so thatd " ; ;ycar(y Wi, j,r) is maximized. Note that each
S(r) behaves independently and concurrengly:) uses only
k* W (i, j,r) to find M(r). S(r) and S(r’), wherer < r’,
do not exchange any information to find () and M (r), T, (1) = { g,1<g<n if VOMQ;; gets service at
respectively. J 0 otherwise

When RQ(i, j,7) is granted byS(r), the HOL request in 3)
RQ(i,j,7) and a cell inVOMQ(i,j) are dequeued. Theand the associate vectbrt) is similarly defined asA(t).
dequeued cell is one of the HOL cells WOMQ(i, j). Here, However,I'(t) may not be used as a permutation matrix. To

the number of dequeued HOL cells is equal to the number @fercome this, consider using request qued#g(i, j, ), as
granted requests by afi(r)s. described in Section lll. As the MWMD scheme, performed

In order to send cells in sequence in an output buff®y therth subscheduler considers the RQs related-theCM
at OP(j,1), we adopt a simple rule as follows. Considefor dispatching cells through'M (r), the set of RQs can be
that Y RQs for the saméi, j) pair, which areRQ(i, j, 1), considered independent of the others. They can be separated
RQ(i,4,72), ..., RQ(i,j,ry), wherer; < ry, < ry, are as alocal setof RQs, denotedBRQ (i, ), for eachC M (r).
granted by more than one subschedulecells from the HOL Each LRQ has a corresponding arrival request makfx) =
in VOMQ(i, 7) are transmitted t@M (j) throughC M (r;), [A:;(t)]. The request arrival matrix is such that
CM(rq), ..., CM(ry) at the same time slot. Thgth cell : : o :
from the HOL inVOMQ(i, j) goes throughCM (r,). Note A ;(t) = { (1) gtﬁgr%g\ém to LRQ; ; occurs at timef
that each request iRQ(4, j, ) is related toVOMQ(i, j), but 4)

is no.t related to a specific cell HOMQ(i, j), as described in g RQs accept in average one request from inpatoutput;

Section 1l. When more than one cell goes to an output buffgheh time slot, and the RQ distribution is independently and

atOP(j, 1), a cell fromCM(r) enters the output buffer earlierintormingly distributed. Its associated vectar(t), is similarly

than the cell fromCM ('), wherer < r'. As a result, cells yefined.

are sent in sequence. The service received by LRQs is determined by the service
matrix ©(t) = 0, ;(¢t), where:

The service matrix,I'(t) = [I';;(¢)] indicates which
VOMQs are serviced at time

A. 100% throughput by MWMD

We prove that MWMD achieves 100% throughput for ©;,;(t) —{
all admissible independent arrival processes withoutriiate
bandwidth expansion, i.e., with = m. and the associated vecté¥(t), is similarly defined. Therefore,
Theorem 1:MWMD achieves 100% throughput for all ad-the LQRs and CMs are equivalent to the VOQs of an input-
missible independent arrival processes without expansfonbuffered switch, considering\(¢) and ©(¢) as the arrival

1 if LRQ; ; is served at time ®)
0 otherwise



IM link arbiter CM link arbiter

and service processes. The service received by LRQs is the” o) cu@ oo PG, 1)
result of MWMD, where only the HOL requests at LRQs are®.o , oo Rgm.oﬁ) / T loze.0,
— [RQ(0, k-1, 0)
matched. : C ; ]
From (1), we obtain that 1200 owony RSZ(:IU 3 0l
(0, k-1, m-
Z)\(’Lv]) = ZZZA(%}%]J) < n, and Ean‘s : CM(r) : OM(j)
z‘ N S = = L
DA =Y D Mihgl) <n. ©® | | AN
7 T h 1 1PG,n-1) V()Mgwjnig:' f ;ﬂ,:‘ ® ) T lepg.n-
Here,>,1 =), 1=n is used. By dividing (6) byn, ! ey  crto f o
) . ) . IP(k-1,0) mw% O)Z‘:: Z:))m. . T OP(k-1,0)
.o .o . . . . ® . :
EZ)\(’L,]) < E and EZ)\(’L,]) < E (7) : : : : f :
. - IP(k-1, n-1)voMQ -1, k-1 | —3|RQk-1,0,m-1 . OP(k»l.g-l)
v J — ng-l.k-l.g m

By usingn = m, we obtain

%Zx\(i,j)<l and %Z)\(i,j)<1. (8)

Fig. 3. Distributed arbiters in a buffered Clos-networkhw1IOMD

the output links arbiters select a VOMQ (through their RQs)
Therefore, the total service received ByOMQ(i,j) is based on time stamps.
>, ©i,5(t). If the received service by, ;(t) for each CM  The scheme is described as follows:
and its LRQ set is such that the RQs are stable, then MWMBhase 1:Matching within IM
is stable. Step 1: A non-empty RQ(i,j,7) sends a request to the
Note thatZA(i, j) is the request arrival rate faQ(i, j,7). unmatched output link arbiter associated kg (i,r). The
In addition, since the cell arrival process WOMQ(i,j) is  request includes a weight, which is the time stamp of the HOL
independent, a request arrival processiQ(i, j,r) is also request.
independent. This is because, when a cell elt&d/Q (i, j), Step 2: Each output-link arbitet(4, j) chooses one RQ
its request is randomly distributed and stored among request by selecting the oldest time stamp. If a tie occurs,
request queues. As MWMD is based on the maximum-weidiife output link arbiter selects theQ(i, j,) by selecting the
matching scheme, Lemma 7 in [6] can be applied. VOMQ with the largest index. The output link arbiter sends
Therefore, the subscheduler model in MWMD is equivalefitte grant to the selected RQ and VOMQ.
to the scheduler model in the maximum wieght matchinghase 2:Matching between IM and CM
(MWM) of the input-buffered switch model defined in [6]. Step 1: After phase 1 is completed;(i,r) sends the
Using Lemmas 8-10 and Theorem 4 in [6], where the OCkequest toCM(r) belonging to the selected VOMQ. At
based MWM algorithm has the queue occupancy stablep/(r), each arbiter associated withM(j) chooses one
achieving 100% throughput in an input-buffered switch fior arequest by selecting the oldest time stamp. Ties are broken
admissible and independent arrival processes, a subdehedyy selecting, among the older requests, the largest iridex
in MWMD provides 100% throughput. As all subschedulershe arbiter atC'M (1) sends the grant té(i,r) of IM(i).
perform similarly, MWMD provides 100% throughput for all  Step 2:1f an IM receives a grant from a CM, the IM sends
admissible and independent arrival process wits m. B a (HOL) cell from that VOMQ at the next time slot. Note that
up tom cells, at the head of line, may be dispatched from a
IV. MAXIMAL OLDEST CELL FIRSTMATCHING VOMQ.
DISPATCHING (MOMD) MOMD dispatches cells as in MWMD to get cells arrive
tpe output buffer aDP(j,1) in sequence.

In this section, we introduce the maximal oldest-cell firs The described scheme refers to a single iteration between
matching dispatching (MOMD) scheme with multiple memory, 9

access (i.e., queues can dispatch uptaeells) as a maximal M and (.:M' To perform_ maore |terat|_ons, the unmat(_:hed
) o . . VOMQs, links and CM arbiters are considered and the rejected

dispatching scheme with lower complexity than MWMD. P S :

i ) . requests are inhibited in the remaining iterations betwé&én

MOMD uses the switch model presented in Section II. The%\end CM in the time slot

are k VOMQs at each IM, each denoted &0MQ(4,j), '

and m request queued@s, each associated with a VOMQ,

and denoted aBQ(i, j, 7). MOMD has distributed arbiters in V. PERFORMANCEEVALUATION OF MOMD

IM and CM. In IM (i), there arem output-link arbiters. In We show the delay and throughput performance of the

CM(r), there arek arbiters, each of which corresponds talispatching schemes presented abovednx 64 switches,

OM(j). The VOMQs and distributed link arbiters are showwheren = m = k = 8, using the RD [4], CRRD [2], and

in Figure 3. When a cell entersTAOM Q(i, j), the cell gets MOMD schemes. Note that MOMD does not use the iteration

a time stamp assigned, which is entered along with a requiestM, denoted ag/ M, as in the CRRD scheme. MOMD uses

to RQ(i, j,r), wherer is randomly selected. We consider linkrequest queues that simplify the process, such that one link

arbiters for the output links at IMs and CMs. To determine tharbiter selects one afi request queues. However, we consider

matching betweel OM Q(i, j) and the output linkL;(¢,7), thata number of iterations between IM and CM in all schemes,



throughput, it is not close to 100%. The reason for that is
that CRRD, based on round-robin selection, tries to allcat
the same service for all queues, independently of the HOL cel
age or queue load in each time slot. MOMD, as it uses weight-
based selection, provides higher throughput as the number
of IM-CM iterations increases. MOMD with/M-CM = 1
offers low throughput. However, its throughput approadoes
100% wheni/M-CM = 8. This presents the challenge of
performing a large number of iterations, therefore, we \doul
need to consider the adoption of a pipelining technique.[10]
These results also show that there is a finite number bf-

C M iterations for this switch to provide high throughput under
this traffic pattern.

1000 - .

—= CRRD, iIM-CM=1
—-RD

—5= MOMD, iIM-CM=1
—*= MOMD, iIM-CM=4

100

10

Average cell delay (cell slot)

3 04 05 06 07 08 09 1

Input load

Fig. 4. MOMD under bernoulli uniform trafficr{ = m = k& = 8)) in the VI. CONCLUSIONS
input modules This paper proposed the MWMD scheme for buffered Clos-
network switches, which is based on a maximum weight
denoted asIM-CM, is used We note that MOMD cannot matching algorithm for mput-buffered switches. This pape

) . - .~ showed that the combination of MWMD and request queues
achieve a 100% throughput under uniform traffic with asmg;ls% a buffered Clos-network switch provides 100% throuah-
IM-CM iteration. However, MOMD will get high throughput b 0 g

by increasing the number of IM-CM iterations, as shown in tl‘l%Ut under independent admissible traffic, without allow

. ; . . any buffers in the second stage and without expanding the
figure. In the switch under simulation, whete=m =k =38, . . o X )
internal bandwidth. In addition, we introduced a maximal-

: . . 0 .
the number of iteration to provide 100% throughput is fouv(/eight matching dispatching scheme, MOMD, based on the

(i/M-CM = 4). The simulation shows that the round-robl%CF scheme for single stage switches, which can provide

based scheme, CRRD, is more effective under uniform tra € h throuahout under a nonuniform traffic pattern. called
than MOMD, as CRRD achieves high throughput with On&r?balanceg P P '
iIM-CM=1. '
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