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Abstract— The incorporation of broadcast and multimedia- on crossbar-based switches. Therefore, multicast cetisbea
on-demand services are expected to increase multicast tfaf  stored in a single queue at the input.

in packet networks, and therefore in switches and routers. ; i ; ;
Combined input-crosspoint buffered (CICB) switches can povide b ';_f/lu'tlgasltBSWItC-?lﬂg hals Eﬁen Iarg_etlyhconSIdeirG;](_j forhlnplf[t
high performance under uniform muiticast traffic, however, at puffered (IB) switches. In these switches, matching has to
the expense of N crosspoint buffers. In this letter, we propose Pe performed between inputs and outputs to define the con-
an output-based shared-memory crosspoint-buffered (O-Si@B)  figuration on a time-slot basis. This matching process can
packet switch where the crosspoint buffers are shared by two be complex when considering multicast traffic. Combined
outputs and use no speedup. The proposed switch providesinpyt crosspoint-buffered (CICB) packet switches haveasho

high performance under admissible uniform and nonuniform ; ; ;
multicast traffic models while using 50% of the memory used higher performance than IB switches at the expense of having

in CICB switches. Furthermore, the O-SMCB switch provides line-speed running crosspoint buffers under unicast exalffi
higher throughput than an SMCB switch with buffers shared by these switches, an input has virtual output queues to avoid

inputs, or I-SMCB. head-of-line blocking [2]. The crosspoint buffers in CICB
Index Terms— Multicast, buffered crosspoint, buffered cross- SWitches can provide call splitting (or fanout splitting}rin-
bar, shared memory, packet switch. sically. CICB switches do not use matching as IB switches

do [3]-[7]. In CICB switches, one input can send up to one
(multicast) cell to the crossbar, and two or more cells desti
l. INTRODUCTION to a single output port can be forwarded from multiple inputs

The migration of broadcasting and multicasting servicet) the crossbar at the same time slot [8], [9]. Therefore,
such as cable TV and multimedia-on-demand to pack&{CB switches have natural properties favorable for magtic
oriented networks is expected to take place in the near fewitching. However, CICB switches have dedicated crosgpoi
ture. These highly popular applications have the potewnfial buffers for each input-output pair, for a total df crosspoint
loading up the next generation Internet. To keep up with thmiffers. Since memory used in the crosspoint buffers has to
bandwidth demand of such applications, the next generafionbe fast, it is desirable to minimize the amount of it as fast
packet switches and routers need to provide efficient nagtic memory is expensive.
switching and packet replication. In response to this need, we propose an output-based

A lot of research has focused on unicast traffic, whehared-memory crosspoint-buffered (O-SMCB) packet $witc
each packet has a single destination. It has been shown fhis switch requires less memory than a CICB switch to
unicast switches achieve 100% throughput under admissiblehieve comparable performance under multicast traffic and
conditions, >, \;; < 1 and ). \;; < 1, wherei is the no speedup. Furthermore, the O-SMCB switch provides higher
index of inputs ¢ <i < N — 1f, j is the index of outputs throughput under uniform and nonuniform multicast traffic
(0 <i< N —1)foranN x N port switch, and); ; is the models than our previously proposed input-based SMCB (I-
data rate from input to outputj, in a plethora of switch SMCB) switch, where two inputs share the crosspoint buffers
architectures and switch configuration schemes. 10].

Although it is difficult to describe actual multicast traf- We show the high throughput under multicast traffic of
fic models, switches also need to provide 100% throughpan O-SMCB switch that uses round-robin selection in its
under admissible multicast traffic. In multicast switchtés arbitration schemes. We adopt this selection scheme for its
admissibility conditions are similar to those for unicasiffic, simplicity and as an example. Other selection schemes can
however, with the consideration of the fanout of multicastlso be used.
packets. The fanout of a multicast packet is the number ofThe remainder of this letter is organized as follows. Sectio
different destinations that expect copies of the packets THI describes the O-SMCB switch model. Section Il briefly
implies that the average fanout of multicast traffic incesasdescribes our comparative switch I-SMCB and presents the
the average output load of a switch. Therefore, the averateoughput evaluation of both switches under multicadfitra
output load in a multicast switch is proportional to the prod with uniform and nonuniform distributions. Section IV sum-
of the average input load and the average fanout for a giverarizes our conclusions.
multicast traffic model.

Here, we consider having incoming variable-size packets
being segmented into fixedglength pa%kets, also callgck,cell Il OUTPUBT'BASED SHSRSEAP:A;M&?Y CROSSPOINT
at the ingress side of a switch and being re-assembled at the UFFERED(O- ) SwITCH
egress side, before the packets leave the switch. Theréfiere To observe the response of the proposed switch under
time to transmit a cell from an input to an output takes a fixedulticast traffic only, the O-SMCB switch is provisioned kit
amount of time, or time slot. one multicast first-in first-out (FIFO) queue at each input.

Herein, we consider that cell replication is performed at thrhjs switch hasV? crosspoints and\g—z crosspoint buffers in

switch fabric by exploiting its space capabilities [1]. Weefis  the crossbar. Figure 1 shows the architecture of the O-SMCB

) ) ) ) ) ) switch. A crosspoint in the buffered crossbar that connects
This work is supported in part by National Science Foundatinder Grant

Award 0435250.

The authors are with the Department of Electrical and Coeplingi- 1We have previously shown that the performance of an SMCBchwii
neering, New Jersey Institute of Technology, Newark, NJOQ7IRoberto the highest when the number of inputs sharing the buffer ind®2the lowest
Rojas-Cessa is the corresponding author. Email: rojas@uhii. when the number igV [10].



input porti to output; is denoted as”P(i,j). The buffer the O-SMCB, the SMBs are shared in the I-SMCB switch,
shared byCP(i,j) and CP(i, j') that stores cells for output however, by (two) inputs. Figure 2 shows the I-SMCB switch.
portsj or j', wherej # j’, is denoted as M B(i, q), where For a fair comparison, the I-SMCB also uses round-robin
0<qg< % — 1. We assume an eveN for the sake of clarity. Sselections for SMB-access by inputs and for output arlitnat
However, an oddV can be used with one input port usingrhe CICB switch uses round-robin for input and output
dedicated buffers of size 0.5 to 1.0 the size of an SMB. Thabitrations. We study the maximum achievable throughput f
size of an SMB, in number of cells that can be stored,idn each switch. The switches were simulated for 500,000 time
this letter, we study the case of minimum amount of memorsiots.
or whenk, = 1 (equivalent to having 50% of the memory in We consider multicast traffic models with uniform and
the crossbar of a CICB switch). Therefoig) B(i,q) with nonuniform distributions and Bernoulli arrivals: multataini-
ks, = 1 can store a cell that can be directed to eithar ;7. form, multicast diagonal with fanouts of 2 and 4 (called
The SMB has two egress lines, one per output. diagonal2 and diagonal4, respectively), and broadcaghdn
To avoid the need for speedup at SMBs, only one outpuniform multicast traffic model, multicast cells are geneda
is allowed to access an SMB at a time. The access to onewsth a uniformly distributed fanout amongy outputs. For
the N SMBs by each output is decided by an output-accettgs traffic model, the average fanout igéﬂ = 1T and a

scheduler. A scheduler performs a match between SMBs afgximum admissible input load I Th2is traffic

anout 8.5

the outputs that share them by using round-robin selectiqfode| includes a fanout=1 or unicast traffic. The multicast
There arel output-access schedulers in the buffered crossbafagonal2 traffic model has a destination distribution; te i
one for each pair of outputs. Multicast cells at the inputsehagng ; — (i + 1) modulo N for each multicast cell, and a
an N-bit multicast bitmap to indicate the destination of thenaximum admissible input load of 0.5. The multicast diago-
multicast cells. Each bit of the bitmap is denotedss where a4 traffic model has the copies of multicast cells destied
D; = 1 if output j is one of the cell destinations, otherwise; — {i, (i + 1) modulo N, (i + 2) modulo N, and (i + 3)

Dj = 0. Each time a multicast copy is forwarded to the SMBy, o410 N} for each multicast cell, and its admissible input
for the cell's destination, the corresponding bit in ther@p |0ad is 0.25 (i.e., output load=1.0). A broadcast multicast

is reset. When all bits of a multicast bitmap are zero, th&,| generates copies for alV different outputs and has a
multicast cell is considered completely served. Call 8plit maximum admissible load i5/16 = 0.0625.

is used by this switch to allow effective replication and to
alleviate a possible head-of-line blocking.
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Fig. 2. N x N I-SMCB switch with shared-memory crosspoints by inputs.
Outputport Output port Output port Output port Under admissible multicast uniform traffic, all switches
0 1 N2 N-1 deliver 100% throughput. These results are observed under

, _ _ _ both Bernoulli and Bursty arrival. Under admissible must
Fig. 1. N x N O-SMCB switch with shared-memory crosspoints by Ouert%iagonaIZ traffic, the throughputs observed are 100% for the
. : . . O-SMCB and CICB switches, and 96% for the |-SMCB
A flow control mechanism is used to notify the inputgyitch. Under admissible multicast diagonald traffic, the
about which output replicates a multicast copy and t0 avohrformance of the I-SMCB switch decreases to 67%, while
buffer overflow. The flow control allows the inputs to send g, throughputs of the O-SMCB and CICB switches remain
copy of the multicast cell to the crossbar if there is at leagfose to 100%. Under broadcast traffic (fanout equal to
one outstanding copy and an available SMB for the destingg) "the throughput of the O-SMCB switch is 99% and the
output. After all copies of the head-of-line multicast dedive {hyoughput of the CICB switch is close to 100%, while the
been replicated, the input considers that cell served aI"BStthroughput of the I-SMCB switch is 95%. The simulation

the process with the cell behind. results under diagonal multicast traffic are shown in Fighire

Ill. PERFORMANCEEVALUATION

We compare the performance of our proposed O-SMCBiroughput degradation under overload conditions
switch to those of a CICB and I-SMCB switches. Models
of 16x16 O-SMCB, I-SMCB, and CICB switches were im- Multicast is a traffic type difficult to police for admissiljl.
plemented in discrete-event simulation programs. Sitgiler Furthermore, the performance of switches under inadniéssib



TABLE |

traffic (produced by larger fanouts than the expected aver- THROUGHPUT UNDER MULTICAST TRAFFIC

age) may change. In cases of unicast traffic, the maximum
throughput of a switch can remain high with a fair scheduler.

However, this might not be the case under multicast traffit-Traffic type | Ta(l) [ Ta(0) | Ta(C) [ Til) | Ti(0O) | Ti(C) |
In this experiment, we increased the input load beyond t/fe Oniform TO0% | 100% | 100% | 93% | 93% | 100%
maximum admissible values in the considered traffic modé¢iSDiagonal2 | 96% | 100% | 100% | 96% | 100% | 93%
to observe throughput changes of the O-SMCB, I-SMCB, agdDiagonald | 87% [ 100% [ T00% | 68% | T00% | T00%
CICB switches under these overload conditions. Here, webroadcast | 95% | 99% | 100% | 79% [ 100% | 100%

measured the throughput of the switches as a ratio between th
maximum measured throughput and the maximum throughput

]tcg?\,tv;dsv:tgeh”w able to provide when all outputs are able vitch. Therefore, the O-SMCB switch provides comparable

Under uniform multicast traffic, the throughputs of Operformance but with 50% the memory amount of a CICB

SMCB and I-SMCB switches degrade to 93% when the inpG¥Vitch-
load is larger than 0.117 (i.e., output load is larger than
1.0), while the throughput of the CICB switch is 100%. IV. CONCLUSIONS

This throughput degradation in the SMCB switches occursHere, we proposed a novel switch architecture to support
because of the increased number of contentions for SMulticast traffic using a shared-memory switch that shares
access as the traffic load increases. Under multicast d#@orcrosspoint buffers among outputs to use 50% of the memory
traffic, the throughputs of the I-SMCB and CICB switch drogmount in the crossbar fabric that CICB switches requirg. Ou
to 96% and 93%, respectively, while the throughput of thgroposed switch, the O-SMCB switch, delivers high perfor-
O-SMCB switch remains close to 100%. Under multicagnance under multicast traffic while using no speedup. Furthe
diagonal4 traffic, the throughput of the I-SMCB switch dropsiore, the proposed switch shows an improved performance
to 68%, while the throughputs of the O-SMCB and CICB®ver our previously proposed switch with shared memory
switches remain close to 100%. Under broadcast traffic, thgong inputs. The improved switch is based on having the
throughput of the I-SMCB switch decreases to 79%. Howevdffers shared by the outputs instead of the inputs. Thisheas
the throughputs of the O-SMCB and CICB switches remagffect of facilitating call splitting by allowing inputs dictly
close to 100%. access the crosspoint buffers. This simple improvementhas
significant impact on switching performance. As a resul, th
O-SMCB provides 100% throughput under both admissible
uniform and diagonal multicast traffic with fanouts of 2 and
4. Furthermore, our proposed switch keeps the throughput
high under nonuniform traffic with overloading conditions.
The disadvantage of SMCB switches is that time relaxation of
CICB switches is minimized because of the matching process
used in buffer access. However, the matching is performed in
chip and among a moderate number of outputs. Furthermore,
the matching process is simpler in the SMCB switches than
those used in IB switches for multicast traffic. The O-SMCB
switch, with buffer space fof- cells, provides comparable
performance to that of a cICB switch, with buffer space for
N? cells, therefore, saving 50% of the amount of memory.
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Table | summarizes the obtained throughput for all testegs]
traffic models. In this tableZ'a stands for the measured
throughput under admissible traffic afid for the measured [g)
throughput under inadmissible traffic. The lettérD, andC
in parenthesis indicate that a result is related to the I-8MC
O-SMCB, and CICB switches, respectively. As seen in thi|§o]
table, the performance of the O-SMCB switch is comparable
to that of the CICB switch and higher than that of an I-SMCB
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