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Nucleation is considered for nonzero rate of change of the dimensionless barrier B, which is characterized by
a finite, slowly varying “nonstationary index” N�−�dB /dt�. In the standard adiabatic approximation it is
assumed that after the start of nucleation an N-independent nucleation flux is established instantaneously, with
a quasi-steady-state �QSS� value determined by the current barrier B�t�. Those assumptions, however, can be
justified only in the strict limit N→0, and otherwise both transient nucleation at small times, and subsequent
deviations from QSS are essential. Earlier results for the non-QSS transient flux are refined and generalized to
account for arbitrary relations between the rates of the change of the barrier and of the critical size, and for a
variable N�t�. The N-dependent transient distributions of growing nuclei and their numbers also are obtained.
The treatment is mostly based on matched asymptotic �singular perturbation� analysis of the Becker-Döring
equation �BDE�, and involves comparison with exact numerics. General results are specified within the con-
tinuous Zeldovich-Frenkel approximation to BDE, with a large fixed critical size and a barrier which either
increases �N�0� or decays �N�0� with time. In such cases growth can be described exactly, allowing to
extend the nucleation solution to arbitrary sizes without additional approximations. Resulting distributions
f�r , t� are monotonic in size r for N�0, with a diverging total number of particles � as t→�. For N�0
distributions acquire an asymmetric bell shape with a finite �, which is exponentially small compared to �QSS.
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I. INTRODUCTION

Fluctuational formation of particles of a new phase, or
nucleation is an essentially time-dependent phenomenon due
to a finite lifetime of a metastable state. The main control
parameter is the dimensionless nucleation barrier B, and in a
typical experimental study B first has to be reduced from
near-infinite values near phase equilibrium to values of sev-
eral tens in order to make nucleation observable. Classical
examples include a rapid pressure drop, which initiates cavi-
tation in a fluid �1�, rapid expansion of a condensing vapor
�2� �see also recent �3,4��, etc. Quenching of glass-forming
melts �5–7� or pulse-laser melted thin silicon films �8,9� also
could be mentioned. During later stages of nucleation, B is
increased, either due to external control �e.g., heating in crys-
tallization problems �10,11��, or due to exhaustion of the
metastable phase and release of latent heat by growing nuclei
�9�. Of special status are transient nucleation crystallization
experiments �12� with an extended intermediate stage when
the barrier is held fixed.

Traditional approaches to describe nucleation under time-
dependent conditions are based on the so-called adiabatic or
“quasi-steady-state” �QSS� approximation. In this approxi-
mation the nucleation rate is associated with the stationary
flux js of the nucleation equation written in the space of sizes
R of the nuclei, with coefficients “frozen” at the current in-
stant of time. There are many attractive features in the QSS
description due to insensitivity of js either to the rate of the
barrier change, or to the size R where the flux is evaluated.
Associated growth is also simplified, leading to a straightfor-
ward scaling of the distribution of nuclei over sizes or of
their total number as functions of quench �7� or heating rates
�13� in glass crystallization problems. Generalizations of the
QSS approach to include depletion by growing nuclei �14�
and for heterogeneous nucleation �15� are available. Yet, in

many situations justification of the QSS approximation is
insufficient, and one expects either transient effects, or those
due to time-dependence of the barrier, to be important. An
alternative to QSS description would be direct numerical so-
lution of various versions of the Becker-Döring equation
�BDE� which are discussed, e.g. in condensation �2,4� or
crystallization �6,10,16,17� applications. In many cases,
however, a large number of required input parameters blurs
the universal aspects of the observed dependences, which are
often determined by only a few dominant scaling variables,
and in this sense the analytical study attempted in the present
paper can be helpful. At the same time, within a selected
input numerics has an unsurpassed level of accuracy, and can
be used to assess the reliability of analytical conclusions.

The major goal of this study is thus to derive and test
numerically a non-QSS expression for the distribution of nu-
clei, which would be valid for both signs of dB /dt, and
which would include transient effects. Associated fluxes and
numbers of nuclei, which can have direct experimental rel-
evance, also will be considered. The method will be based on
generalization of the matched asymptotic solution �MAS� of
the BDE, earlier discusses in the context of cavitation
�18,19�, vapor condensation �20�a�� and crystallization
�7,20�b�,20�c��. A mathematically similar situation of nucle-
ation of particles with finite lifetimes also can be mentioned
�21�. From a technical point, the MAS is straightforward in
case the barrier and other parameters are fixed �or piecewise
constant� in time, and the distribution evolves toward the
steady-state �20,22�. In such situations, known as “transient”
�or “nucleation pulse”� problems, accuracy of MAS is deter-
mined solely by large values of B, while growth can be de-
scribed exactly, allowing to extend the solution to arbitrary
sizes R. For a general time dependence, however, additional
restrictions on the rate of change of coefficients and approxi-
mations for growth are generally required, which explains
detailed comparison with exact numerics in the present work.
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On a qualitative level, an important remaining question
is whether the non-QSS effects are primarily due to the
rapid change of the barrier B�t� or to that of the critical size
R��t�? A definite conclusion was hard to reach here based on
past studies, which usually considered B and R� closely
linked to each other. To clarify the issue, a more general
situation with arbitrary, though time-independent value of �
=d ln R� /d ln B will be considered. Furthermore, results will
be specified for �=0, when only the barrier changes with
time, and it will be shown that even in this extreme the
non-QSS effects can be quite strong.

II. BACKGROUND

A. Nucleation equation and steady-state solution

According to Ref. �1� �see also a textbook description in
Ref. �23�� nucleation can be viewed as a random walk of
nuclei in the R-space, and is described by a Fokker-Plank
type equation

� f

�t
= −

� j

�R
, j = − 	

� f

�R
+ Ṙf �1�

with diffusivity 	�R��0 and with Ṙ being the deterministic
growth rate which changes sign at the critical size R�. A
discrete version of Eq. �1� written in the n-space, the number
of monomers in a nucleus, is known as the “Becker-Döring
equation” �BDE� and is presented in Sec. IV.

The flux j is identically zero for a �quasi�equilibrium dis-
tribution

feq�R� = A�R�exp�− W/kT� �2�

with W�R� being the minimal work required to form a
nucleus, usually taken in the form

1

kT
W = B
�r�, 
�r� = 3r2 − 2r3 �3�

with r�R /R�, and B being the dimensionless barrier. The
pre-exponential A�R� cannot be defined within the macro-
scopic classical approach �23� but is assumed to be a smooth,
power-law type function, traditionally taken as A�R2, corre-
sponding to a constant in the n-space. Neglecting the deriva-
tive of the pre-exponential compared to that of a large bar-
rier, one can write an “Einstein relation” in the R-space �1�,
connecting 	 to the growth rate,

Ṙ = −
	

kT

�W

�R
= − 	

B

R�


��r� . �4�

Boundary conditions are taken as

f/feq � 1, R � R� and f/feq → 0, R � R�. �5�

Introducing the time scale

 = �� dṘ

dR
�

r=1
	−1

�6�

the asymptotic steady-state solution to Eq. �1� for B�1 can
be written as

js =
�

2
�
feq�R��, � = �−

B

2

��1��−1/2

R�. �7�

The above expression, which can be traced to the work of
Zeldovich �1�, is accurate not only for the continuous Eq. �1�,
but also for the discrete BDE, as long as the critical nucleus
contains at least a handful of monomers n� �24�. Equation �7�
is also remarkably insensitive to physical mechanism of
mass exchange between the nucleus and the metastable
phase, once the time scale  has been determined. Otherwise,
the type of mass exchange affects the deterministic growth.
Within the continuous description, the standard selections are

Ṙ =
R�


r−��1 −

1

r
	 . �8�

Here �=−1 corresponds to cavitation �1� with no mass ex-
change, while �=1 and 0 correspond to diffusion- and
interface-limited mechanisms, respectively. The counterpart
of the latter case for the Turnbull-Fisher version of the

discrete BDE �see Sec. IV below� is given by Ṙ
= �2R� /a�sinh� a

2 �1−1 /r�� �6�. For small a=2B /n� the dis-
creteness corrections are minor �25�.

The steady-state distribution of growing nuclei is given by

fs�R� = js/Ṙ, R − R� � � �9�

It is characterized by a power-law tail R� as R→�, and is
singular near the critical size.

The QSS description of nucleation assumes that the rate is
still given by Eq. �7�, but with time-dependent values of
parameters. The QSS growth corresponds to the large-R as-
ymptote of Eq. �8�

ṘQSS =
R�


r−�. �10�

Except for the special case �=−1, an attempt to keep the
term 1−1 /r in the growth rate with otherwise QSS descrip-
tion of the flux would prevent smooth matching of nucleation
and growth regions, making the results sensitive to selection
of the initial size from which growth starts. The distribution
is then given by

fQSS�R,t� = js�tr
QSS�/ṘQSS�tr

QSS�, tr
QSS � 0. �11�

Here tr
QSS�R� is the “retarded time” corresponding to the in-

stance when a particle nucleated with zero initial size �for
��−1� will grow to size R by the time t. Once the time
dependences �t� and R��t� are known, the retarded time can
be found analytically since Eq. �10� allows a separation of
variables. The QSS distribution abruptly turns zero at R
�Rmax�t� with tr

QSS�Rmax�=0; this corresponds to an instan-
taneous “switch-on” of nucleation at t=0. If one uses the
time units t̃ in which �1, and considers a near-linearly
changing barrier B�B0−Nt̃ and R�const, as in most ex-
amples described below, one has a combination of power-law
and exponential factors, with a cutoff at rmax= �t̃��+1��1/1+�,

fQSS�r, t̃� � r� exp�− N r�+1

� + 1
	��rmax − r� . �12�
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B. Parameters and notations for time-dependent treatment

Let us switch to dimensionless time

t̃ = �
0

t dt�

�t��
, �13�

which makes the dimensionless growth rate dr /dt̃ nearly
time-independent if R� changes slowly. The flux is then
transformed in accord with

j�r,t� → j̃�r, t̃� = j�r,t� �14�

and, similarly, j̃s=js. In order to simplify notation, the tilde
sign will be dropped in the technical part of the following
discussion, although original “physical” units will be re-
stored in figures and when comparing with numerics.

Next, with the new time, let us define a dimensionless
“nonstationary index”

N = − dB/dt , �15�

which will be the key control parameter, responsible for de-
viation from QSS. The derivative of the work W�R� is then
expressed as

−
�

�t

W

kT
= N�
 − r
��� � N��r� �16�

and depends on ��d ln R� /d ln B, the relative rate of
change of the critical size compared to that of the barrier.
Two extremes can be kept in mind. If the external control
parameter is supersaturation �or its analog, pressure, mag-
netic field, etc.�, which determines the inverse of the critical
radius, the Gibbs relation B=4��R�

2 /3kT can be used to ob-
tain ��1 /2 �18,20�a��. If, on the other hand, supersaturation
is fixed and only the temperature is changing, while interfa-
cial tension � is constant leading to fixed W� and R� �as in
the Ising model at T→0 �26��, one has ��0. This option
will be explored in more detail when comparing with numer-
ics; until then a general, though time-independent ��r� is
assumed, with ��1�=1.

The small parameter for asymptotic treatment is

� =
�

R�

= �3B�−1/2 �17�

and the values of other parameters which appear in the
course of the treatment �such as the index N, the Laplace
index p, etc.� are assumed to be �-independent, although they
can be large or small compared to 1.

C. Transient nucleation for N=0

A combination of matched asymptotic and Laplace trans-
formation techniques �20��a� gives the following transient
flux

j�r,t� = js exp�− exp�− tr��, tr = t − ti�r� �18�

with the �incubation time� ti related to the deterministic
growth rate ṙ�r� by �20��b�

ti�r� = P�
0

r dr

ṙ
+ ln�6B� − 2C�, C� = �

0

1

dr�1

ṙ
−

1

r − 1
	
�19�

Here P indicates the principal value of the integral, and for
integer � in the growth rate �8� this integral can be evaluated
in elementary functions �20��b� - see Sec. IV below. Other
relevant results, such as the total number of nuclei, will be
reproduced as the small-N limit of the more general expres-
sions derived below.

III. RESULTS

A. Approximation of the Laplace transform

The treatment closely follows that of Refs. �19,20�a��, al-
though using a different time variable defined in Eq. �13�,
and contains a generalization for an arbitrary function � in
Eq. �16�. Also, the earlier inversion technique based on sum-
mation over residues will be augmented by the convolution
theorem, giving a new form of the expression for the flux.

Let us switch to a reduced distribution v= f / feq; once the
derivative of the pre-exponential A�R� in the expression for
feq is neglected, one has

�v
�t

+ v
�

�t
ln feq =

�

�R
	

�v
�R

+ Ṙ
�v
�R

. �20�

Further, consider the reduced size r=R /R� and, with 	�

�	�R��, define

ṙ�r� �
	

	�


��r�

��1�

. �21�

Equation �20� then can be cast in the form

1

2
�2 �

�r

	

	�

�v
�r

+ ṙ
�v
�r

− Nv��r� �
�v
�t

. �22�

The left-hand boundary condition is time-independent:
v�0, t�=1. Time-dependence of the barrier is now explicitly
indicated by the parameter N. The leading time-dependence
of the critical size is contained within the function ��r�, Eq.
�16�. Other terms proportional to dR� /dt, which appear due
to the change of variables, can be shown to be small in �
�18,20�a�� and are neglected in Eq. �22�. With an appropriate
modification of ṙ, this equation is also valid for the discrete
BDE in the domain r�1 with a smooth v�r� �20�a��.

Further, at this stage let us temporarily ignore the weak
time dependence of � and N, and introduce a Laplace trans-
form

V�r,p� = �
0

�

v�r,t�e−ptdt .

Since v�r ,0�=0 one has

�2 d

dr

	

	�

dV

dr
+ 2ṙ

dV

dr
− 2�p + N��V = 0 �23�

with the boundary condition on the left
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V�0,p� = 1/p . �24�

Conversion from a partial differential to an ordinary differ-
ential equation simplifies the singular perturbation analysis.

Equation �23� contains a boundary layer near r=1, thus
two outer and one inner solution should be considered. First,
consider the left-hand outer solution at 0�r�1. Neglecting
the �-term, and introducing a positive “decay time”

td�r� = �
0

r dr�

− ṙ
�25�

one has

V�r,p� =
1

p
exp�− ptd�r� + N�

0

r dr�

ṙ�
�� . �26�

At this point, inversion of the Laplace transform would give

v�r,t� = ��t − td�r��exp�N�
0

r dr�

ṙ�
�	 ,

which generalizes the corresponding expression for the pure
transient problem with N=0 �20�a��. However, matching of
asymptotes is more conveniently executed in terms of the
Laplace transform, and we postpone its inversion until the
inner region is traversed.

In order to describe the inner solution at �r−1��1, we
switch to the stretched variable z= �r−1� /� and linearize co-
efficients near r=1. One has

d2V

dz2 + 2z
dV

dz
− 2mV = 0, m = p + N . �27�

This is the standard equation for the repeated error integrals
imerfc��z� as defined by Abramowitz and Stegun �27�. Leav-
ing only the plus sign �the “−” has a wrong asymptote at z
→+�� one thus has

V�z,p� =
1

2
Amimerfc�z� . �28�

The asymptote of imerfc�z��2�−z�m /��m+1� as z→−�
should be matched with the asymptote of Eq. �26� as r
→1−, which is given by

V�r,p� � �1 − r�mexp�NC + pC��, C = �
0

1

dr��

ṙ
−

1

r − 1
	

�29�

with C� defined in Eq. �19�. This allows one to obtain the
constant Am in the inner solution:

Am = p−1��m + 1�eNC+pC��m. �30�

For the asymptote into the growth region z→+� with
im erfc�z���2 /
��e−z2

/ �2z�m+1 one thus obtains,

V�z,p� �
1

p
�meN�C−C��+mC���m + 1�

1

�

e−z2

�2z�m+1 . �31�

Due to the presence of a rapidly decaying factor e−z2
, match-

ing with the growth region in terms of the reduced distribu-

tion V is inconvenient, and one should switch to a smooth
nonreduced distribution Vfeq, or directly to the flux. �Such a
transition is especially important for the discrete, Becker-
Döring form of the nucleation equation �20�a�,28�, but makes
direct sense in the continuos case as well since feq has no
physical meaning at R�R�, and the ratio f / feq is not a
“good” variable here�. In the inner region the flux is given by

j�z,t� = − js

�ez2 �

�z
v�z,t� .

Within the assumption of near-constant N, the value of QSS
flux js approximately changes with time as eNt. In terms of
the Laplace transform this translates to

J�z,p� = − js�0�
�ez2 d

dz
V�z,p − N� . �32�

This gives for z�1

J�z,p� � js�0�eN�C−C�� 1

p − N
��p + 1�e−pti�z�. �33�

Here ti�z� is the leading asymptote of the incubation time
�Eq. �19��, with r�1+�z. Since in current variables growth
is practically time independent, the above expression can be
used for larger r as well, with ti�z� replaced by ti�r�. In this
sense, matching with the growth region is completed.

At this point, prior to the inversion of the Laplace trans-
form, one can already estimate the total number of nuclei
formed by the end of nucleation with an increasing barrier,
N�0:

�� = �
0

�

dtj�r,t� � J�r,0� = js�0�eN�C−C�� 1

− N
. �34�

The above expression is r-independent, and provides an ex-
ponential correction to the QSS approximation with ��

QSS
−js�0� /N. In practice, however, the current assumption N
=const can be too strong, and a more accurate expression
will be suggested.

B. Inversion of the Laplace transform

Consider first N=0 with J0�r , p�=��p�exp�−pti�r��. In the
finite part of the complex p-plane singularities of the
�-function are simple poles located at integer p=0,−1
−2, . . . with residues 1 / �−p�!. Summation over those gives
the asymptotic correspondence �20�a�� for ti→�

��p�e−pti ↔ exp�− e−tr� �35�

with tr defined in eq. �18� and assumed finite.
For N�0 one has

J�r,p� =
p

p − N
J0�r,p� �36�

and the convolution theorem can be used. This gives
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1

p − N
��p + 1�e−pti ↔ exp�− e−tr�

+ N�
0

tr+ti
dt� exp�Nt��exp�− et�−tr� .

Since tr is finite, while ti is large, the integration can be
extended to infinity. Integrating by parts, and invoking the
near-exponential behavior of js�t�, one obtains

j�r,t� = �
0

�

dt�js�t� + C − C��exp�t� − tr − exp�t� − tr�� .

�37�

Above is the first main result of this work; since it does not
contain N explicitly, reasonable accuracy is expected even
for N�const. For slowly changing barrier the variable part
of the integrand is mostly determined by the exponential
term. For tr�0 the latter has a maximum at t�= tr, which
determines the argument of js. Otherwise, in this limit the
expression resembles the one for transient nucleation,

j�r,t� � js�tr + C − C��exp�− e−tr�, �N� � 1.

For tr�0, the maximum of the integrand in Eq. �37� is
achieved at t�0, which should replace tr in the argument of
js in the above approximation. However, since −tr�1 �to
ensure nonzero exp�−e−tr��, for a slowly changing js the ap-
proximation can be used for negative tr as well.

In case N is not necessarily small but is near-constant, the
integral in Eq. �37� is evaluated in terms of an incomplete
gamma-function ��a ,x�, as defined by Abramowitz and Ste-
gun �27�. One has

j�r,t� � js�tr���N + 1,exp�− tr��exp�N · �C − C��� .

�38�

This generalizes a similar expression in Ref. �19� for arbi-
trary � in Eq. �29� or, equivalently, for arbitrary
d ln R� /d ln B. In practice, when N slowly drifts with time,
it should be evaluated at t= tr. With this, Eq. �38� is entirely
determined by parameters evaluated at the retarded time tr;
in “physical” variables the flux is sensitive to the current
instant of time as well—this will become apparent once the
original units are restored for comparison with numerics.

The difference C−C� indicates sensitivity to a nucleation
model and to the type of external control. For continuous
models one can express this difference in terms of diffusivity
	

C − C� = ���1���
0

1

dr
	�

	

� − 1

��
− ��

0

1

dr
	�

	
r	 . �39�

With 	�r−2−� and 
 defined in Eq. �3� one thus has

C − C� =
1

� + 2
+

1

� + 3
+

2�3� − 1�
� + 4

. �40�

Individual values of the two constants in a general case are
nonelementary, and are expressed in terms of a digamma
function or, for integer � in terms of harmonic numbers.

Qualitative structure of the flux for �=0 is shown for
different N in Fig. 1; note that “physical” units are used in
this and subsequent figures, and that N slightly drifts with
time. For N�0, the increasing barrier, the curves pass
through a maximum at t= t�. For small values of −N this
maximum is achieved at large times t� ti�r�, and has a value
close to js�0�. For large −N the maximum is located close to
ti�r�, and is exponentially suppressed. More accurately, the
retarded time corresponding to the maximum is given by

tr
� ��− ln�− N� , N → 0−

1/�− Ne� , N → − �
� . �41�

The QSS limit is recovered for both signs of N in the limit
N→0 if time is also scaled with �N�—see Fig. 2. Otherwise,
deviation can be significant even for modest values of N. For
N�0 there is an overshoot of the flux over its QSS value,
also observed in numerical studies �10�. This effect is espe-
cially dramatic for N�−1, when the QSS flux decays rap-
idly, as exp�Nt�, while the actual flux cannot decay faster
than e−t, implying persistence of transient effects. For N�
−1 transient effects eventually disappear, and the flux starts

200 400 600 800 1000

0.5

1.0

1.5

t

j

FIG. 1. �Color online� Time dependence of the reduced nucle-
ation flux j�R , t� / js�0� at R1.3R� for different values of N at t
=0. From top to bottom: N=+0.05, 0.00, −0.05, −0.15, −0.5, −1.5
Lines—Eq. �38�, symbols—numerical solutions of the Zeldovich-
Frenkel equation.
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N t
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FIG. 2. �Color online� Deviation of reduced nucleation fluxes
j�R , t� / js�0� as functions of scaled times �N�t from the QSS curves
shown by thick solid lines for N�0 �main panel� and N�0 �inset�.
Symbols—numerics, lines—from Eq. �38�, as in Fig. 1. All N are
evaluated at t=0. From left to right: N=−0.15, −0.05, −1.5, and
�inset� N=0.05,0.1, 0.15.
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tracking the QSS limit at t� tr, but with a significant persis-
tent deviation corresponding to “intermediate adiabatic re-
gime” described in Refs. �18,20�b�� for a somewhat different
situation with �=1 /2.

C. Distribution function

As long as variables in which growth is almost time in-
dependent are used, distribution is related to flux from Eq.
�38� by

f�r,t� � j�r,t�/ṙ . �42�

Typical examples are shown in the main panel of Fig. 3. In
contrast to the related QSS approximation, Eq. �12� with �
=0, the distributions have a smooth cutoff at large sizes and
show a near-singular behavior near the critical size.

Consider several limiting cases. For small N one has

f�r,t� 
1

ṙ
js�tr�exp�− exp�− tr�� , �N� � 1, �43�

where the small constant C−C�, which is 1/3 in the example
considered, has been dropped from the argument of js. Al-
though not shown in Fig. 3, this approximation provides vir-
tually indistinguishable results for �N��0.15. In the formal
limit N→0 the cutoff described by the double-exponential
factor becomes infinitely sharp on the scale of a typical size
1 / �N�, the location of singularity approaches zero on that
scale and the distribution acquires a QSS structure, similar to
the one in Eq. �12� with �=0.

Conversely, for large negative N one can use the asymp-
tote

��n + 1,z� �
zn+1

− n
e−z, n → − �

to obtain

f�r,t� 
1

ṙ
js�0�

exp�N�C − C���
− N

exp�− tr − exp�− tr��,

− N � 1. �44�

The shape of the distribution is N-independent, but changes
with time due to interplay of 1 / ṙ and the tr-dependent part.

At large times particles grow to large sizes, and ṙ ap-
proaches a constant value ṙ� �only interface-limited growth
will be discussed at this point�. In appropriate variables the
distribution will also approach its asymptotic form. Let us
introduce, as in Ref. �22� a time-dependent “front” of the
distribution rf�t�, which corresponds to tr=0 and is given by
the root of the equation

t = ti�rf� . �45�

With the scaled distance from that front

� =
r − rf�t�

ṙ�

�46�

one can cast the asymptotic distribution f���= f�r , t�ṙ� as

f��� � js�0�exp�N�C − C���e−N���N + 1,e�� . �47�

For N�0 this distribution decays monotonically with �. For
N�0 there will be a maximum at ��0. For �N��1 the
variable part of f��� is given by

f � exp�− N� − e�� ,

with a maximum at �� ln�−N� and a strong asymmetry with
a long tail �1 / �−N� at ��0 and a sharp cutoff at positive
��1.

For large −N one has

f��� 
js�0�
− N

exp�N�C − C���exp�� − e�� . �48�

Remarkably, the shape of the distribution given by the
�-dependent part of the above expression, is identical to the
one which emerges in a very different situation, in case of a
short nucleation pulse �22�. Another unexpected feature of
this distribution is that its width becomes independent of N,
as illustrated in the inset of Fig. 3 where numerical data were
reduced by corresponding maximal values.

One should note, however, that analytical extension of the
results toward arbitrary large r was possible due to a constant
value of the critical size, with a growth rate which has no
explicit time dependence and thus allows a separation of
variables. Otherwise, with R�=R��t�, one should write in the
Zeldovich-Frenkel model

dr

dt
= 1 −

1

r
+ �r, � � − d ln R�/dt . �49�

Here � has a small value of the order of �N /B, so that it
could be neglected when solving the nucleation part of the
problem and when evaluating f�r , t� up to moderate sizes r.
Eventually particles will grow to sizes r�1 / ���, when the
corresponding term in Eq. �49� becomes important. Here,
however, the nonreduced growth rate dR /dt�R� is size in-
dependent, implying that the shape of the distribution f�R , t�
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FIG. 3. �Color online� Reduced distributions F�r , t�
= f�r , t� /0js�0� at time t /026 for different values of nonstation-
ary index N. Symbols-numerics, lines—from Eqs. �38� and �42�. N
is evaluated at t=0. Descending curves: N=+0.05 �square sym-
bols�, and N=0; bell- shaped �from left to right� N=−0.15, −0.5,
−1.5. Inset: approaching asymptotic shape �line� as t→�, for large
negative N; �=r−rmax. Symbols-numerics at t /0260. In order of
diminishing width, N=−0.5, −1, −2, −4, −8 �for the two latter sets
of symbols, solid and open circles, respectively, the width is prac-
tically identical and it does not change with further increase of �N��.
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will not change anymore, and allowing one to utilize the
above results. In practice, difficulties of this kind can be
avoided if one does not attempt to construct an analytical
expression for the distribution at all sizes �which inevitably
involves additional approximations for growth if R��const�,
but rather treats the flux j�r0 , t� at some reasonably small
r0�1 as the “nucleation rate.” The nucleated particles can
then be grown numerically with an accurate growth rate cor-
responding to a variable R�, and insensitivity of the resulting
distribution to selection of r0 will indicate the consistency of
such a combined approach.

D. Number of nuclei

The number of nuclei with size exceeding a given value r
is given by

��r,t� = �
0

t

dt�j�r,t�� . �50�

Consider first the case N=const when the flux is expressed
through the incomplete gamma function, Eq. �38�, and the
integral can be evaluated explicitly. Using the identity

�
Z

�

z−n−1��n + 1,z�dz = Z−n��n,Z� = E1−n�Z� ,

where Em�z� is the standard exponential integral �27�, one
obtains

��r,t� � js�0�exp�N�C − C���E1−N�e−tr� . �51�

In the limit of pure transient nucleation N=0 the above ex-
pression is reduced to �20�b��

�0�r,t� = jsE1�e−tr� , �52�

which is shown by a thick solid line in Fig. 4 together with
numerical data.

For N�const it is better to start with the integral repre-
sentation of the flux, Eq. �37�, and switch to integration with

respect to tr with the lower limit extended to −� when evalu-
ating �. Since only the exponential term depends on tr, one
obtains

��r,t� = �
0

�

dt�js�t� + C − C��exp�− exp�t� − tr�� . �53�

Typical time dependences of the number of nuclei are shown
in Fig. 4. Results are accurate at least for the numerical ex-
amples considered with R�=const �i.e., C−C�=1 /3�. Equa-
tion �51� �not shown in the figure� could provide an almost
comparable accuracy, but in each case this equation requires
a selection of a single representative N which is not constant
throughout the process. From an experimental point, obser-
vation of the entire ��t� curve usually requires some non-
trivial technique, such as two-step annealing �12� in isother-
mal crystal nucleation studies, which would correspond to
N=0 �thick solid line� in Fig. 4. Otherwise, of potential ex-
perimental relevance is the final value ��, which is defined
only for N�0, and which is independent of the size r.

With the identity

E1−n�0� = − 1/n, n � 0

at t→� Eq. �51� is reduced to Eq. �34�. As mentioned, how-
ever, that expression is sensitive to selection of N for N
�const, and in a general case better accuracy is achieved by
the large time limit of Eq. �53�,

�� � �
0

�

dtjs�t + C − C�� . �54�

The QSS limit

��
QSS = �

0

�

js�t�dt  js�0�/�− N�0�� �55�

is recovered for slow barrier change, when the constant C
−C� in Eq. �54� is negligible on a characteristic time scale
−1 /N. Typical non-QSS corrections are shown in Fig. 5
where, unlike previous figures with C−C�=1 /3 �fixed criti-
cal size� the experimentally more realistic case of C−C�
=13 /12 �i.e., d ln R� /d ln B=1 /2� also is included. In both
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FIG. 4. �Color online� Reduced number of particles with size
exceeding a selected value of R�1.3R� for different values of non-
stationary index N. Symbols-numerics, lines—Eq. �53�. Clockwise:
N�0�=0.5, 0.25, 0, −0.25, −0.5, −1 The pure transient curve for
N=0 �thick solid line, Eq. �52��, which becomes linear at large t,
separates the regions of exponential growth at N�0 and of satura-
tion at N�0, when the ��t� curves tend to R-independent constants
shown in Fig. 5.
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FIG. 5. �Color online� Scaled total number of nuclei as a func-
tion of dimensionless rate of the barrier increase 0dB /dt=−N�0�
for two alternative time dependences of the critical size. Symbols-
numerics, solid lines—Eq. �54� with C−C�=1 /3 �upper, R�

=const� and C−C�=13 /12 �lower, R��
B�t��—see text. Horizon-
tal dashed line is the QSS approximation, Eq. �55�.
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cases analytical predictions reproduce the reduction of the
number of nuclei compared to QSS approximation; a certain
loss of numerical accuracy for R��const is due to neglect of
related small corrections in Eq. �22�.

IV. MODEL AND COMPARISON WITH NUMERICS

At this point, the original “physical” time t will be re-
stored. This implies that all t’s in the previous section should
be understood as t̃ and all fluxes j as j̃ �thus, for example if
one needs to deduce the physical flux j�r , t� from Eq. �38�,
the latter should be divided by �t��.

The Zeldovich-Frenkel model corresponds to interface-
limited growth with �=0, i.e.,

Ṙ =
R�


�1 −

1

r
	 �56�

and 	�R−2 in Eq. �1�. Equation �19� for the incubation time
is then reduced to �20�b��

t̃i�r� = r − 2 + ln�6B�r − 1�� . �57�

This allows one to evaluate the dimensionless retardation
time t̃r= t̃− t̃i�r� and, after evaluating the constants C−C� �see
bellow� specifies the main analytical results for the flux, dis-
tribution and the number of nuclei.

In numerical description the Turnbull-Fisher version of
the general Becker-Döring equation was considered, with the
gain coefficient 	n=n2/3exp��Wn−Wn+1� /2kT�,

dfn

dt
= jn − jn+1, jn = 	n−1fn−1 − �nfn. �58�

The loss �n=	n−1exp��Wn−Wn−1� /kT� follows from detailed
balance. Except for the time scale, the model is standard in
nucleation description �6,10,16,17�, but the critical size was
selected at a large number, n��63=216, so that accurate
correspondence with the Zeldovich-Frenkel model is ex-
pected due to small values of the “discreteness parameter”
a=2B /n�. The number of Becker-Döring equations was
taken as nmax=400, with boundary conditions fn=1 at n=1
and fn=0 at n=nmax+1. The flux jn at n=nup=380 was
treated as “nucleation rate;” once nucleated, particles were
grown deterministically in accord with Eq. �56�. Conversion
between the n- and the r-spaces was done in accord with
f�r , t�= fn�t�3n�r2, and r= �n /n��1/3. Consistency was tested
by the overlap of the Becker-Döring and the deterministic
distributions between nup and nmax. The realization of numer-
ics was similar to the one described in Ref. �22�b��, but with
update replaced by the more stable Crank-Nicolson scheme.
The actual run required two dimensionless time-dependent
input parameters, B�t� and n��t�.

With the above selection of 	n, the main time scale is
given by

 =
3

2

n�
4/3

B
. �59�

Time dependence for most examples was taken as

B�t� = B0�1 − bt�, n� = const. �60�

This gives N=B0b, C−C�=1 /3, and

t�t̃� =
1

a
�1 − 
1 − 2b0t̃� �61�

with 0��0�. On a single occasion, when evaluating �� �the
last figure� the critical size also was taken as time-dependent

n��t� = n�
0�1 − bt�3/2.

This leads to ��d ln R� /d ln B=1 /2 and to C−C�=13 /12;
the expression for t�t̃� is somewhat more cumbersome in that
case, but is quite straightforward and is left to the reader. The
initial critical size had the same value n�

0=216, and the same
typical initial barrier B0=40 was used.

V. DISCUSSION

In the general nucleation problem described within the
context of Becker-Döring equation �BDE�, there are two
semi-independent large parameters—the dimensionless bar-
rier B and the critical cluster number n�. In steady-state the
situation is dominated by the barrier, which determines the
exponential part of the flux js, while the critical size has only
minor effect on the pre-exponential. A similar situation is
encountered for slowly changing parameters within the adia-
batic or quasi-steady-state �QSS� approximation. However,

by ignoring the Ḃ and the ṅ� dependences, the QSS approxi-
mation predicts incorrect scaling, as in Figs. 2 and 5. On the
other hand, accuracy of the time-dependent treatment can be
restored based on the matched asymptotic approach to BDE,

revealing the sensitivity of non-QSS corrections to both Ḃ
and ṅ�.

The simplest, yet nontrivial situation arises for a time-
dependent barrier but a large fixed critical size �as, for ex-
ample in a cold magnetic system with variable temperature
but small constant external field�. In such cases the starting
approximation to BDE, Eq. �22� is near-exact, while growth
to arbitrary sizes also can be described accurately, removing
the necessity of additional approximations when evaluating
the distribution function. As a result, numerical accuracy of
related asymptotic results is also high, as in Figs. 1–5. For
n��const the accuracy can be less impressive -see the lower
curve in Fig. 5—although the results remain qualitatively
correct. However, care should be taken in case of a very
rapid change of n� on a time scale , as in nucleation prob-
lems in the vicinity of a glass transition �11�.

The main results, e.g., Eq. �37� for the flux or Eqs. �53�
and �54� for the number of nuclei, are sensitive to both the
barrier changes and—via the constant C—to dn� /dt. Once
the barrier change rate is near-constant, and is characterized
by a dimensionless “nonstationary index” N=−dB /dt, an
explicit N-dependence is observed, although still in terms of
nonelementary incomplete gamma function �or the equiva-
lent exponential integral�. The latter is due to a simultaneous
presence of transient effects, which account for sensitivity to
initial conditions �i.e., to the instant when nucleation starts�,
and of the retardation effects, which account for sensitivity to
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past values of the barrier. Simplifications are possible for
small �N�—see, e.g., Eq. �43� for the distribution function.
For positive and moderately negative N�−1 transient ef-
fects eventually disappear, and the system approaches an in-
termediate quasiadiabatic regime �18,20�a��, which is not
close to QSS for finite N. For a fast increase of the barrier
N�−1 transient effects persist, and the system never forgets
the initial conditions. For large −N the distribution ap-
proaches a universal N-independent shape, surprisingly simi-
lar to the one which appears in a rather different physical
context �22�.

In view of potential applications, one should note that
current results were obtained and tested for finite, slowly
changing N, of a constant sign. For situations when those
conditions can be violated, such as the aforementioned vicin-
ity of the glass transition or the nonmonotonic change of the
barrier, further analysis is required. Also, as discussed in Sec.

III C, at very large sizes the obtained distributions can be
affected by a variable n��t�, even if the latter changes slowly.
This can be especially important for an increasing barrier
with N�0, when nucleation eventually stops and growth
remains the only reason for the distribution to change. Fur-
thermore, when particles grow to exponentially large sizes
with a nonvanishing value of n� �if the nucleation rate and
the number of particles � are normalized per monomer� they
start depleting the metastable phase. This increases the bar-
rier and the critical size, as in the Lifshits-Slyozov-Wagner
�LSW� scenario �29�, and strictly speaking, is beyond the
current study which assumes that dependences B�t� and n��t�
are known a priori. Nevertheless, most likely small depletion
effects can be included iteratively, and otherwise the ob-
tained distributions can serve as initial conditions for subse-
quent independent description of growth and transition to
later stages of LSW-type.
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