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Abstract
We investigate the three-dimensional linear stability of
the periodic motion of pure capillary waves progress-
ing in permanent form on water of infinite depth for
the whole range of wave amplitudes. After introduc-
ing a coordinate transformation based on a conformal
map for two-dimensional steady capillarywaves, we per-
form linear stability analysis of finite-amplitude capil-
lary waves in the transformed space. To solve the lin-
earized equations for small amplitude disturbances, it
is assumed that the wavelengths of the disturbances
in the transverse direction are much longer than those
in the propagation direction and, therefore, the distur-
bances are weakly three-dimensional. This assumption
along with the periodicity of solutions allows us to write
the linearized equations as an eigenvalue problem in
matrix form. Following a perturbation theory for matri-
ces, we expand the solutions of this eigenvalue problem
in terms of a small parametermeasuring theweak three-
dimensionality, and numerically obtain approximate
eigenvalues. For weakly three-dimensional superhar-
monic disturbances, the numerical results demonstrate
that the pure capillary waves are two-dimensionally sta-
ble, but three-dimensionally unstable for almost all wave
amplitudes. On the other hand, for subharmonic distur-
bances that are known to be two-dimensionally unsta-
ble, it is found that the long-wavelength disturbances
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in the transverse direction reduce the two-dimensional
growth rate near the critical amplitude beyond which
the pure capillary waves are unstable.

KEYWORDS
capillary waves, conformal mapping, numerical method, pertur-
bation method, stability

1 INTRODUCTION

The three-dimensional linear stability of the periodicmotion of finite-amplitude water waves pro-
gressing in permanent form with constant speed has been studied previously by various authors,
for example, McLean,1 Kharif and Ramamonjiarisoa,2 and Francius and Kharif3 for pure gravity
waves; Chen and Saffman4 for pure capillary waves; and Zhang andMelville5 for gravity-capillary
waves (see Ref. 6 for review). They investigated the linear stability using almost the same numer-
ical method based on Floquet theory. In this method, a small disturbance added to the periodic
wave motion is approximated by a truncated series in the physical space, and the linearized equa-
tion for the disturbance is formulated as an eigenvalue problem to determine the stability. How-
ever, the convergence rate of this series depends on the wave steepness ℎ = 𝐻∕𝜆, where 𝐻 and 𝜆
denote the crest-to-trough wave height and the wavelength, respectively. In particular, in the case
of pure capillary waves, as ℎ increases, the convergence becomes so slow that the applicable range
of their numerical method is limited to small-amplitude waves with ℎ ≤ 0.14 although the maxi-
mum wave steepness of pure capillary waves is approximately 0.73.7 In fact, the wave profiles of
large-amplitude capillary waves can overhang and, then, need to be represented by amulti-valued
function in the Cartesian coordinate system. Therefore, for large-amplitude capillary waves, the
stability analysis in the physical space is difficult and a different approach needs to be adopted.
As an alternative, the method of conformal mapping has been successfully applied to the two-

dimensional linear stability analysis of large-amplitudewaves, for example, by Longuet-Higgins8,9
and Tanaka10 for pure gravity waves, Hogan11 and Tiron and Choi12 for pure capillary waves, and
Murashige and Choi13 for gravity waves on a linear shear current. In particular, Tiron and Choi12
successfully investigated, for all wave amplitudes, the two-dimensional stability of the capillary
wave solution of Crapper,7 who analytically obtained a closed-formexact solution in a conformally
mapped complex plane. Their conclusion was that Crapper’s capillary waves are always stable
to superharmonic disturbances, namely, small disturbances whose wavelengths are less than or
equal to Crapper’s wave periods, for all wave amplitudes, while they are unstable to subharmonic
disturbances when the wave amplitude is greater than a critical value.
Although the application of conformal mapping is in general limited to two-dimensional prob-

lems, we try to perform the three-dimensional linear stability analysis of pure capillary waves for
the whole range of the wave steepness ℎ by introducing a coordinate transformation based on
Crapper’s solution. To solve the linearized equations in the transformed coordinate system, we
assume that the wavelengths of small disturbances in the transverse direction (perpendicular to
the wave propagation direction) are long, similarly to the transverse stability analysis for solitary
waves byKataoka and Tsutahara.14 This assumption of long-wavelength disturbances in the trans-
verse direction alongwith their periodicity in thewave propagation direction enables us to rewrite
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the linearized equations for three-dimensional disturbances as an eigenvalue problem in matrix
form. Following a perturbation theory for matrices or linear operators [Ref. 15, section 1.6]16,17 we
numerically obtain approximate solutions of this eigenvalue problem.
The paper is organized as follows. The coordinate transformation for the three-dimensional lin-

ear stability analysis is presented in Section 2. The linearized equations for small disturbances are
derived in Section 3. A perturbativemethod to obtain approximate eigensolutions of the linearized
equations is shown in Section 4. Numerical examples are presented and discussed in Section 5.
Section 6 concludes this work.

2 COORDINATE TRANSFORMATION

2.1 Governing equations in the physical space

Assume that the fluid is inviscid and incompressible, the flow is irrotational, and the gravity
effect is negligible. Consider the periodic motion of pure capillary waves progressing in perma-
nent form with constant speed 𝑐 on water of infinite depth, as shown in Figure 1(A). These two-
dimensional waves are referred to as “steady capillary waves” or just “steady waves” in this paper
as the wave motion is steady in the frame of reference moving with the waves, namely, in the
rectangular coordinate system (𝑥1, 𝑥2, 𝑦) in Figure 1(A). To study the linear stability of steady cap-
illary waves, we add small time-dependent three-dimensional disturbances to the steady waves.
Then, the irrotational fluid motion becomes unsteady and is determined by the velocity poten-
tial 𝜙 = 𝜙(𝑥1, 𝑥2, 𝑦, 𝑡) and the wave elevation �̃�(𝑥1, 𝑥2, 𝑡). The governing equations including the
boundary conditions at the bottom 𝑦 → −∞ and the water surface 𝑦 = �̃�(𝑥1, 𝑥2, 𝑡) are given by

𝜙𝑥1𝑥1 + 𝜙𝑥2𝑥2 + 𝜙𝑦𝑦 = 0 for −∞ < 𝑦 < �̃�(𝑥1, 𝑥2, 𝑡), (1)

𝜙 → 𝑐 𝑥 as 𝑦 → −∞, (2)

�̃�𝑡 + 𝜙𝑥1 �̃�𝑥1 + 𝜙𝑥2 �̃�𝑥2 = 𝜙𝑦 at 𝑦 = �̃�(𝑥1, 𝑥2, 𝑡), (3)

𝜙𝑡 +
1

2

(
𝜙𝑥1

2
+ 𝜙𝑥2

2
+ 𝜙𝑦

2
)
−
𝑇

𝜚
𝜅 = 𝐵(𝑡) at 𝑦 = �̃�(𝑥1, 𝑥2, 𝑡), (4)

where 𝑇 is the surface tension, 𝜚 is the fluid density,

𝜅 =
(1 + �̃�2𝑥1)�̃�𝑥2𝑥2 + (1 + �̃�

2
𝑥2
)�̃�𝑥1𝑥1 − 2�̃�𝑥1 �̃�𝑥2 �̃�𝑥1𝑥2

(1 + �̃�2𝑥1 + �̃�
2
𝑥2
)3∕2

, (5)

and an arbitrary function 𝐵(𝑡) can be absorbed into 𝜙. The free surface boundary conditions (3)
and (4) correspond to the kinematic and dynamic conditions, respectively. Furthermore, similarly
to the previous studies in Refs. 4, 12, we normalize each variable using the characteristic wave-
length 𝜆0 and time 𝑡0 defined by

𝜆0 ∶=
𝜆

2𝜋
and 𝑡0 ∶=

√(
𝜆

2𝜋

)3
𝜚

𝑇
, (6)
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F IGURE 1 Coordinate transformations for pure capillary waves progressing onwater of infinite depth. Trans-
formation from (𝑥1, 𝑥2, 𝑦) in (A) to (𝜉1, 𝜉2, 𝜂) in (C) is given by (11). Conformal mapping from the 𝜁-plane for
𝑝 = 𝐾∕𝑀 in (D) to the Λ-plane in (E) is given by (28) and 𝑝 is defined by (27). Wave profiles in (B) for one period
are computed by using Crapper’s solution (8) for different values of the wave steepness ℎ = 𝐻∕𝜆, where 𝐻 and 𝜆
denote the crest-to-trough wave height and the wavelength, respectively

as

𝑥𝑗 = 𝜆0𝑥𝑗∗ (𝑗 = 1, 2), 𝑦 = 𝜆0𝑦∗, 𝑡 = 𝑡0𝑡∗, 𝑐 =
𝜆0
𝑡0
𝑐∗, 𝜙 =

𝜆0
2

𝑡0
𝜙∗, (7)

where 𝜆 is thewavelength of the steadywave.Henceforth, the asterisks for dimensionless variables
will be omitted for brevity.
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2.2 Coordinate transformation using Crapper’s solution

Crapper7 found that the exact solution of the irrotational plane motion of steady capillary waves
on water of infinite depth is given by

𝑧 = 𝑍(𝜁) = 𝑋(𝜉1, 𝜂) + i𝑌(𝜉1, 𝜂) = 𝜁 + i
4𝐴e−i𝜁

1 − 𝐴e−i𝜁
, (8)

with

𝜁 = 𝜉1 + i𝜂 =
1

𝑐
𝑓, (9)

and

𝐴 =
2

𝜋ℎ

⎧⎪⎨⎪⎩
√
1 +

(
𝜋ℎ

2

)2
− 1

⎫⎪⎬⎪⎭ and 𝑐 =

{
1 +

(
𝜋ℎ

2

)2}−1∕4

, (10)

where 𝑧 = 𝑥1 + i𝑦 is the complex coordinate, 𝑓 = 𝜙 + i𝜓 is the complex velocity potential, and
ℎ = 𝐻∕𝜆 denotes the wave steepness (𝐻: the crest-to-trough wave height). In the 𝜁-plane (𝜁 =
𝜉1 + i𝜂), the flow domain is conformally mapped onto the lower half 𝜂 < 0 and the water surface
is located on 𝜂 = 0. Figure 1(B) shows the wave profiles 𝑦 = �̃�0(𝑥1) of the steady capillary waves
over one wave period given by (8) for different values of ℎ. Near the maximum wave steepness
ℎmax ≈ 0.73, overhanging wave profiles are observed and the corresponding wave elevation 𝑦 =
�̃�0(𝑥1) becomes multivalued.
It should be remarked that Crapper’s capillary wave solution (8) can be considered as a confor-

mal mapping from the 𝜁 (= 𝜉1 + i𝜂) plane to the 𝑧 (= 𝑥 + i𝑦) plane. We then use this mapping to
introduce a three-dimensional coordinate transformation from (𝑥1, 𝑥2, 𝑦) to (𝜉1, 𝜉2, 𝜂) as

𝑥1 = 𝑋(𝜉1, 𝜂), 𝑥2 = 𝜉2, 𝑦 = 𝑌(𝜉1, 𝜂), and 𝑡 = 𝑡, (11)

where 𝑋(𝜉1, 𝜂) + i𝑌(𝜉1, 𝜂) is Crapper’s solution (8). One advantage of this transformation is that,
in the (𝜉1, 𝜉2, 𝜂) space, the water surface 𝑦 = �̃�0(𝑥1) of steady Crapper’s waves is mapped onto the
plane 𝜂 = 0, as shown in Figure 1(C), while the perturbed water surface 𝑦 = �̃�0(𝑥1) + �̃�′(𝑥1, 𝑥2, 𝑡)
due to small disturbances �̃�′ is represented in the transformed space by

𝜂 = 𝜂(𝜉1, 𝜉2, 𝑡). (12)

Also, the perturbed velocity potential 𝜙 = 𝜙(𝑥1(𝜉1, 𝜂), 𝑥2 = 𝜉2, 𝑦(𝜉1, 𝜂), 𝑡) = �̂�(𝜉1, 𝜉2, 𝜂, 𝑡) can be
represented by

�̂�(𝜉1, 𝜉2, 𝜂, 𝑡) = 𝑐 𝜉1 + �̂�
′(𝜉1, 𝜉2, 𝜂, 𝑡), (13)

where the first term 𝑐 𝜉1 on the right-hand side corresponds to the steady wave solution. For small
disturbances, the perturbed solutions 𝜂(𝜉1, 𝜉2, 𝑡) in (12) and �̂�′(𝜉1, 𝜉2, 𝜂, 𝑡) in (13) can be assumed
to be small.
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3 LINEARIZED EQUATIONS FOR SMALL DISTURBANCES

For the three-dimensional linear stability analysis of Crapper’s capillary waves, we assume that
the perturbed solutions 𝜂(𝜉1, 𝜉2, 𝑡) in (12) and �̂�′(𝜉1, 𝜉2, 𝜂, 𝑡) in (13) due to small disturbances can
be separated as

𝜂′(𝜉1, 𝜉2, 𝑡) = e
𝜎𝑡 ei𝑞𝜉2 𝜂(𝜉1) and �̂�′(𝜉1, 𝜉2, 𝜂, 𝑡) = e

𝜎𝑡 ei𝑞𝜉2 �̌�(𝜉1, 𝜂), (14)

where 𝜎 = 𝜎r + i𝜎i ∈ ℂ, and 𝑞 > 0 denotes the wavenumber of the disturbances in the direction
transverse to the propagation direction of the steady waves. Here, the real part 𝜎r of 𝜎 represents
the growth rate of the disturbances and the instability corresponds to 𝜎r > 0. In this section, we
derive the linearized equations for the small perturbations 𝜂(𝜉1) and �̌�(𝜉1, 𝜂) in (14).

3.1 Linearized equations in the 𝜻 -plane

The governing equations (1), (2), (3), and (4) can be transformed into the (𝜉1, 𝜉2, 𝜂)-space using
(11). We can substitute (12) and (13) with (14) into the transformed equations, and linearize them
around the steadywave solutions with respect to the small perturbations 𝜂(𝜉1) and �̌�(𝜉1, 𝜂) in (14).
The linearized equations for 𝜂(𝜉1) and �̌�(𝜉1, 𝜂) can be written as

�̌�𝜉1𝜉1 + �̌�𝜂𝜂 − 𝑞
2𝐽�̌� = 0 for −∞ < 𝜂 < 0, (15)

�̌� → 0 as 𝜂 → −∞, (16)

𝜎𝜂 +
𝑐

𝐽
𝜂𝜉1 −

1

𝐽
�̌�𝜂 = 0 at 𝜂 = 0, (17)

𝜎�̌� +
𝑐

𝐽
�̌�𝜉1 −[𝜂] + 𝑞2√𝐽 𝜂 = 0 at 𝜂 = 0, (18)

where 𝐽 = 𝐽(𝜉1, 𝜂) is defined using Crapper’s solution (8) by

𝐽 =
𝜕(𝑋, 𝑌)

𝜕(𝜉1, 𝜂)
= 𝑋𝜉1

2 + 𝑌𝜉1
2, (19)

and

[𝜂] = 𝛼0(𝜉1)𝜂 + 𝛼1(𝜉1)𝜂𝜉1 + 𝛼2(𝜉1)𝜂𝜉1𝜉1 , (20)

with

𝛼0(𝜉1) =
1

2
√
𝐽

{
𝑐4

2

(
𝐽2 − 1

𝐽

)
+

𝜕

𝜕𝜉1

(
𝐽𝜉1
𝐽

)}
, 𝛼1(𝜉1) =

𝐽𝜉1

2𝐽3∕2
, 𝛼2(𝜉1) =

1√
𝐽
. (21)

In the absence of transverse perturbations, namely, for 𝑞 = 0, these linearized equations (15),
(16), (17), and (18) determine the two-dimensional linear stability of Crapper’s solutions, simi-
larly to Refs. 11, 12. In this case, from Floquet theory, the perturbations 𝜂(𝜉1) and �̌�(𝜉1, 𝜂) can be



504 MURASHIGE and CHOI

expressed as

𝜂(𝜉1) =

∞∑
𝑛=−∞

�̃�𝑛e
i(𝑝+𝑛)𝜉1 and �̌�(𝜉1, 𝜂) =

∞∑
𝑛=−∞
𝑝+𝑛≠0

�̃�𝑛e
i(𝑝+𝑛)𝜉1e|𝑝+𝑛|𝜂, (22)

where 𝑝 is an arbitrary real number. Because there is a degeneracy in the choice of 𝑝 [Ref. 4,
p. 128], the range of 𝑝 can be restricted to 0 ≤ 𝑝 < 1 where 𝑝 = 0 and 0 < 𝑝 < 1 correspond to
superharmonic and subharmonic cases, respectively.
On the other hand, in the zero-amplitude limit ℎ → 0, both 𝐽 in (19) and the wave speed 𝑐

approach unity, namely,

𝐽 → 1 and 𝑐 → 1 as ℎ → 0. (23)

In this limit, the general solutions of the linearized equations (15), (16), (17), and (18) can bewritten
in the form

𝜂(𝜉1) =

∞∑
𝑛=−∞

�̃�𝑛e
i(𝑝+𝑛)𝜉1 and �̌�(𝜉1, 𝜂) =

∞∑
𝑛=−∞
𝑝+𝑛≠0

�̃�𝑛e
i(𝑝+𝑛)𝜉1e

√
(𝑝+𝑛)2+𝑞2⋅𝜂, (24)

and the eigenvalue 𝜎 is given by

𝜎 = 𝜎±𝑛 (𝑝, 𝑞) ∶= −i
[
𝑝 + 𝑛 ±

{
(𝑝 + 𝑛)2 + 𝑞2

}3∕4]
, (25)

where 𝑝 and 𝑞 are arbitrary real numbers. This result agrees with that by Chen and Saffman
[Ref. 4, eq. (2.15a) on p. 129].
In the general case of finite-amplitude steady waves with three-dimensional disturbances

(𝑞 ≠ 0), we cannot apply the classical method developed for the previous stability analysis in the
physical space as 𝐽 = 𝐽(𝜉1, 𝜂) in (15) depends on 𝜉1 and 𝜂. Notice that, if we perform the stability
analysis in the physical space, instead of the 𝜁-plane, as in [Ref. 4, section 2], the linearized equa-
tion corresponding to (15) is given by the Helmholtz equation with a constant coefficient, and the
perturbed solutions can be written in the same form as (24) using Floquet theory. However, due to
the slow convergence of the series expansion in the physical space, the stability analysis is limited
to small-amplitude waves, as discussed in Section 1.
In this work, similarly to Ref. 9, we assume that 𝜂(𝜉1) and �̌�(𝜉1, 𝜂) are both 2𝑀𝜋-periodic (𝑀 =

1, 2, …) in the propagation direction of waves, namely, with respect to 𝜉1, as

𝜂(𝜉1) = 𝜂(𝜉1 + 2𝑀𝜋) and �̌�(𝜉1, 𝜂) = �̌�(𝜉1 + 2𝑀𝜋, 𝜂) with𝑀 = 1, 2, … . (26)

This assumption corresponds to the case of the wavenumber 𝑝 in (22) or (24) being a rational
number given by

𝑝 = 𝐾∕𝑀 with 𝐾 = 0, 1, … ,𝑀 − 1. (27)
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In addition, we assume that the transverse wavenumber 𝑞 is small, namely, the wavelength of
small disturbances being long, and use 𝑞 as a perturbation parameter. However, the perturbative
expansion of the dependent variables 𝜎, 𝜂, and �̌� depends on the multiplicity of the leading-order
eigenvalue, as will be shown in Section 4. For a systematic development of a perturbationmethod,
we introduce another complex plane, theΛ-plane shown in Figure 1(E), and rewrite the linearized
equations inmatrix form in Section 3.2. In particular, theΛ-plane helps us represent �̌� in the inte-
gral formusing the boundary value of �̌� on thewater surface, whichwill be shown in Section 3.2.2.

3.2 Linearized equations in the 𝚲 plane

3.2.1 Transformation of the flow domain into the 𝚲 plane

To examine the linear stability due to small disturbances that are 2𝑀𝜋-periodic in the propagation
direction of the steady waves as in (26), we consider the flow domain in the semi-infinite strip𝑀

: −𝜋 < 𝜉1 < (2𝑀 − 1)𝜋 and −∞ < 𝜂 < 0 in the 𝜁-plane (𝜁 = 𝜉1 + i𝜂) as shown in Figure 1(D),
where thewidthA1A𝑀+1 of the domain𝑀 is equal to 2𝑀𝜋. This domain𝑀 can be conformally
mapped onto the unit disk |Λ| < 1 in the Λ-plane (Λ = 𝜌ei𝜗), as shown in Figure 1(E), using

logΛ = −i

(
𝜁 + 𝜋

𝑀
− 𝜋

)
, (28)

or

𝜌 = e𝜂∕𝑀 and 𝜗 = −

(
𝜉1 + 𝜋

𝑀
− 𝜋

)
with Λ = 𝜌ei𝜗 𝑎𝑛𝑑 𝜁 = 𝜉1 + i𝜂, (29)

where a branch cut is set to −∞ < Λ ≤ 0 along the real axis in the Λ-plane such that logΛ is
uniquely defined. From the periodicity in (26), the perturbed solutions are continuous and 2𝜋-
periodic with respect to 𝜗 in theΛ-plane. Notice that 𝜌 = 1 corresponds to the profile of Crapper’s
capillary wave.
Then, the linearized equations (15), (16), (17), and (18) for the perturbed solutions can be rewrit-

ten in the Λ-plane in the form

∇2�̌� ∶=
1

𝜌

𝜕

𝜕𝜌

(
𝜌
𝜕�̌�

𝜕𝜌

)
+
1

𝜌2
�̌�𝜗𝜗 = 𝑞

2𝑀2 1

𝜌2
𝐽�̌� for |Λ| = 𝜌 < 1, (30)

�̌� → 0 as 𝜌 → 0, (31)

𝜎𝜂 −
𝑐

𝐽

1

𝑀
𝜂𝜗 −

1

𝐽

1

𝑀
�̌�𝜌 = 0 at 𝜌 = 1, (32)

𝜎�̌� −
𝑐

𝐽

1

𝑀
�̌�𝜗 − ̂[𝜂] = −𝑞2√𝐽 𝜂 at 𝜌 = 1, (33)

with

̂[𝜂] = 𝛼0(𝜗)𝜂 − 𝛼1(𝜗) 1𝑀𝜂𝜗 + 𝛼2(𝜗)
1

𝑀2
𝜂𝜗𝜗 (34)
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where 𝐽(𝜌, 𝜗) = 𝐽(𝜉1(𝜗), 𝜂(𝜌)) and 𝛼𝑗(𝜗) = 𝛼𝑗(𝜉1(𝜗)) (𝑗 = 0, 1, 2) are defined by (19) and (21),
respectively. For convenience, we write 𝜂 = 𝜂(𝜗) and �̌� = �̌�(𝜌, 𝜗) in the Λ-plane, instead of 𝜂 =
𝜂(𝜉1(𝜗)) and �̌� = �̌�(𝜉1(𝜗), 𝜂(𝜌)).
In the absence of transverse perturbations, or for 𝑞 = 0, (30) becomes the Laplace equation, and

thus the 2𝜋-periodic perturbations 𝜂(𝜗) and �̌�(𝜌, 𝜗) with respect to 𝜗 can be written in the form

𝜂(𝜗) =

∞∑
𝑗=−∞

𝑎𝑗e
i𝑗𝜗 and �̌�(𝜌, 𝜗) =

∞∑
𝑗=−∞

𝑗≠0

𝑏𝑗e
i𝑗𝜗𝜌|𝑗|, (35)

where 𝑏0 = 0 from the bottom condition (31). Using (29), we can relate 𝑗 in (35) to 𝑛 in (22) by
𝑗 = 𝑗𝑝(𝑛) = −𝑀(𝑝 + 𝑛) and, from (27),

𝑗𝑝(𝑛) = −(𝑀𝑛 + 𝐾) for 𝑝 = 𝐾∕𝑀, (36)

where 𝐾 = 0, 1, … ,𝑀 − 1. Then, if a natural number is chosen for𝑀, each normal mode labelled
by 𝑗 ∈ ℤ in (35) can be classified into mutually disjoint𝑀 sets, similarly to [Ref. 9, §4], namely

ℤ = 𝑈0 ∪ 𝑈1 ∪ …𝑈𝑀−1 with 𝑈𝐾1 ∩ 𝑈𝐾2 = ∅ (𝐾1 ≠ 𝐾2), (37)

where ℤ is a set of integers and

𝑈𝐾 ∶=
{
𝑗𝑝=𝐾∕𝑀(𝑛)

}∞
𝑛=−∞

= {−(𝑀𝑛 + 𝐾)}
∞
𝑛=−∞ (𝐾 = 0, 1, … ,𝑀 − 1). (38)

Note that 0 ∈ 𝑈0. For example, in the case of 𝑀 = 2, ℤ is divided into two sets, 𝑈0 =
{𝑗𝑝=0(𝑛)}

∞
𝑛=−∞ = {−2𝑛}∞𝑛=−∞ (even numbers) and 𝑈1 = {𝑗𝑝=1∕2(𝑛)}

∞
𝑛=−∞ = {−(2𝑛 + 1)}∞𝑛=−∞

(odd numbers). This separation in (37) will be used to determine the stability for a specified value
of𝑝 = 𝐾∕𝑀 in Section 3.2.2. The results are expected to be equivalent to those of Tiron andChoi,12
which will be used to validate the current approach.

3.2.2 Linearized equations for small values of 𝒒

For nonzero 𝑞, the solution to (30)–(33) cannot be expressed in the form of (35). To take advan-
tage of the periodicity of perturbed solutions, it is convenient to introduce the surface potential �̌�
defined by

�̌�(𝜗) ∶= �̌�(𝜌 = 1, 𝜗). (39)

Then, one can rewrite the linearized free surface boundary conditions (32) and (33) as the linear
equations for 𝜂 and �̌� after expressing �̌�𝜌 = 𝜕�̌�∕𝜕𝜌 in terms of �̌�, as discussed in the followings.
First, Green’s formula for �̌� on the unit disk |Λ| < 1 satisfying (30) and (31) yields

�̌�(𝜌, 𝜗) =
1

2𝜋∫
𝜋

−𝜋

[𝑃(𝜌, 𝜗 − 𝜗′)]�̌�(𝜗′)d𝜗′ − ∫
1

0
∫

𝜋

−𝜋

[𝐺(Λ;Λ′)] ∇2�̌� ⋅ 𝜌′d𝜗′d𝜌′, (40)
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where 𝐺(Λ = 𝜌ei𝜗; Λ′ = 𝜌′ei𝜗′ ) is Green’s function [Ref. 18, p. 659, eq. (114)] given by

𝐺(Λ;Λ′) = −
1

2𝜋
log

||||| Λ − Λ
′

Λ
′
Λ − 1

||||| = − 1

4𝜋
log

{
𝜌2 − 2𝜌𝜌′ cos(𝜗 − 𝜗′) + 𝜌′

2

𝜌2𝜌′
2
− 2𝜌𝜌′ cos(𝜗 − 𝜗′) + 1

}
, (41)

𝑃(𝜌, 𝜗 − 𝜗′) is the Poisson kernel [Ref. 19, p. 91, eq. (3.49)] for the unit disc defined by

𝑃(𝜌, 𝜗 − 𝜗′) ∶= −2𝜋
𝜕𝐺

𝜕𝜌′
||||𝜌′=1 = 1 − 𝜌2

𝜌2 − 2𝜌 cos(𝜗 − 𝜗′) + 1
, (42)

[𝐺(Λ;Λ′)] = 𝐺(Λ;Λ′) − 𝐺(Λ = 0;Λ′), [𝑃(𝜌, 𝜗)] = 𝑃(𝜌, 𝜗) − 𝑃(𝜌 = 0, 𝜗), andΛ in (41) denotes the
complex conjugate of Λ. Using (30), we can rewrite (40) as

�̌�(𝜌, 𝜗) = 0[�̌�](𝜌, 𝜗) + 𝑞2𝑀2[�̌�](𝜌, 𝜗), (43)

where

0[�̌�](𝜌, 𝜗) ∶= 1

2𝜋∫
𝜋

−𝜋

[𝑃(𝜌, 𝜗 − 𝜗′)] �̌�(𝜗′)d𝜗′, (44)

and

[�̌�](𝜌, 𝜗) ∶= −∫
1

0
∫

𝜋

−𝜋

[𝐺(Λ;Λ′)] 𝐽(𝜌′, 𝜗′)
1

𝜌′
�̌�(𝜌′, 𝜗′)d𝜗′d𝜌′. (45)

For small 𝑞, using (43) recursively, we have

�̌�(𝜌, 𝜗) = 0[�̌�](𝜌, 𝜗) + 𝑞2𝑀21[�̌�](𝜌, 𝜗) + 𝑞4𝑀42[�̌�](𝜌, 𝜗) + O(𝑞6), (46)

where

1[�̌�](𝜌, 𝜗) = ◦0[�̌�](𝜌, 𝜗) and 2[�̌�](𝜌, 𝜗) = 2◦0[�̌�](𝜌, 𝜗). (47)

From these, Equations (32) and (33) can be rewritten as

𝜎𝜂 −
𝑐

𝐽

1

𝑀
𝜂𝜗 −

1

𝐽

1

𝑀

𝜕0[�̌�]
𝜕𝜌

= 𝑞2
𝑀

𝐽

𝜕1[�̌�]
𝜕𝜌

+ 𝑞4
𝑀3

𝐽

𝜕2[�̌�]
𝜕𝜌

+ O(𝑞6) at 𝜌 = 1, (48)

𝜎�̌� −
𝑐

𝐽

1

𝑀
�̌�𝜗 − ̂[𝜂] = −𝑞2√𝐽 𝜂 at 𝜌 = 1. (49)

This linear system for 𝜂 and �̌� in (48) and (49) determines the approximate eigenvalue 𝜎 for
small values of 𝑞, namely, the linear stability due to long-wavelength disturbances in the trans-
verse direction.
Furthermore, using the periodicity and the following Galerkin’s method,5 we can arrange and

simplify the linear system of (48) and (49) in the matrix form, which is suitable for the numerical
evaluation of the linear system, as follows. First the 2𝜋-periodic functions 𝜂(𝜗) and �̌�(𝜗) in (48)
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and (49) can be expanded in the form of Fourier series

𝜂(𝜗) =

∞∑
𝑗=−∞

�̌�𝑗e
i𝑗𝜗 and �̌�(𝜗) =

∞∑
𝑗=−∞

�̌�𝑗e
i𝑗𝜗. (50)

Then, using the relation

1

2𝜋∫
𝜋

−𝜋

𝑃(𝜌, 𝜗 − 𝜗′)ei𝑗𝜗
′
d𝜗′ = 𝜌|𝑗|ei𝑗𝜗, (51)

we can rewrite 0[�̌�] in (44) as

0[�̌�](𝜌, 𝜗) =
∞∑

𝑗=−∞
𝑗≠0

�̌�𝑗𝜌
|𝑗|ei𝑗𝜗, (52)

and also 𝜕𝑖[�̌�]∕𝜕𝜌 (𝑖 = 0, 1, 2) on 𝜌 = 1 in (48), respectively, as
𝜕0[�̌�]
𝜕𝜌

=

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗|𝑗|ei𝑗𝜗, 𝜕1[�̌�]
𝜕𝜌

=

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗𝐹1j(𝜗),
𝜕2[�̌�]
𝜕𝜌

=

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗𝐹2j(𝜗), (53)

where 𝐹1j(𝜗) and 𝐹2j(𝜗) are given, respectively, by

𝐹1j(𝜗) = ∫
1

0

𝜌′
|𝑗|−1{ 1

2𝜋∫
𝜋

−𝜋

𝑃(𝜌′, 𝜗 − 𝜗′) 𝐽(𝜌′, 𝜗′) ei𝑗𝜗
′
d𝜗′

}
d𝜌′ , (54)

𝐹2j(𝜗) = ∫
1

0

1

𝜌′

{
1

2𝜋∫
𝜋

−𝜋

𝑃(𝜌′, 𝜗 − 𝜗′) 𝐽(𝜌′, 𝜗′) [𝜌′|𝑗|ei𝑗𝜗′ ]d𝜗′}d𝜌′. (55)

Substituting these into (48) and (49), we obtain

∞∑
𝑗=−∞

�̌�𝑗

{
𝜎ei𝑗𝜗 − �̌�

(1𝑎)
𝑗

(𝜗)
}
−

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗�̌�
(1𝑏)
𝑗
(𝜗) =

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗

{
𝑞2�̌�

(1𝑏)
1𝑗
(𝜗) + 𝑞4�̌�

(1𝑏)
2𝑗
(𝜗)

}
+ O(𝑞6) ,

(56)
and

∞∑
𝑗=−∞
𝑗≠0

�̌�𝑗

{
𝜎ei𝑗𝜗 − �̌�

(2𝑏)
𝑗
(𝜗)

}
−

∞∑
𝑗=−∞

�̌�𝑗�̌�
(2𝑎)
𝑗

(𝜗) = 𝑞2
∞∑

𝑗=−∞

�̌�𝑗�̌�
(2𝑎)
1𝑗

(𝜗), (57)
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where

⎧⎪⎪⎪⎨⎪⎪⎪⎩

�̌�
(1𝑎)
𝑗

(𝜗) = �̌�
(2𝑏)
𝑗
(𝜗) = i

𝑐

𝐽

𝑗

𝑀
ei𝑗𝜗, �̌�

(1𝑏)
𝑗
(𝜗) =

1

𝐽

|𝑗|
𝑀
ei𝑗𝜗,

�̌�
(2𝑎)
𝑗

(𝜗) =
{
𝛼0(𝜗) − i

𝑗

𝑀
𝛼1(𝜗) −

𝑗2

𝑀2
𝛼2(𝜗)

}
ei𝑗𝜗,

�̌�
(1𝑏)
1𝑗
(𝜗) =

𝑀

𝐽
𝐹1𝑗(𝜗), �̌�

(1𝑏)
2𝑗
(𝜗) =

𝑀3

𝐽
𝐹2𝑗(𝜗),

�̌�
(2𝑎)
1𝑗

(𝜗) = −
√
𝐽 ei𝑗𝜗.

(58)

Furthermore, we can expand the 2𝜋-periodic functions �̌�(⋅)
𝑗
(𝜗) and �̌�(⋅)

∗𝑗
(𝜗) in (56) and (57) in the

form of Fourier series

�̌�
(⋅)
𝑗
(𝜗) =

∞∑
𝑘=−∞

�̌�
(⋅)
𝑘𝑗
ei𝑘𝜗 and �̌�

(⋅)
∗𝑗
(𝜗) =

∞∑
𝑘=−∞

�̌�
(⋅)
∗𝑘𝑗

ei𝑘𝜗. (59)

Substituting these into (56) and (57), we obtain

∞∑
𝑘=−∞

⎧⎪⎪⎨⎪⎪⎩
∞∑

𝑗=−∞

�̌�𝑗

(
𝜎𝛿𝑘𝑗 − �̌�

(1𝑎)

𝑘𝑗

)
−

∞∑
𝑗=−∞

𝑗≠0

�̌�𝑗�̌�
(1𝑏)

𝑘𝑗

⎫⎪⎪⎬⎪⎪⎭
ei𝑘𝜗 =

∞∑
𝑘=−∞

⎧⎪⎪⎨⎪⎪⎩
∞∑

𝑗=−∞

𝑗≠0

�̌�𝑗

(
𝑞2�̌�

(1𝑏)

1𝑘𝑗
+ 𝑞4�̌�

(1𝑏)

2𝑘𝑗

)⎫⎪⎪⎬⎪⎪⎭
ei𝑘𝜗 + O(𝑞6),

(60)
and

∞∑
𝑘=−∞

⎧⎪⎪⎨⎪⎪⎩
∞∑

𝑗=−∞
𝑗≠0

�̌�𝑗

(
𝜎𝛿𝑘𝑗 − �̌�

(2𝑏)
𝑘𝑗

)
−

∞∑
𝑗=−∞

�̌�𝑗�̌�
(2𝑎)
𝑘𝑗

⎫⎪⎪⎬⎪⎪⎭
ei𝑘𝜗 =

∞∑
𝑘=−∞

{
∞∑

𝑗=−∞

�̌�𝑗𝑞
2�̌�

(2𝑎)
1𝑘𝑗

}
ei𝑘𝜗, (61)

where 𝛿𝑘𝑗 = 0 for 𝑘 ≠ 𝑗 and 1 for 𝑘 = 𝑗. If a natural number𝑀 and a small value of 𝑞 are given,
this system of (60) and (61) approximately determines the linear stability due to disturbances for
𝑀 different values of 𝑝 = 𝐾∕𝑀 (𝐾 = 0, 1, … ,𝑀 − 1). As pointed out in Section 3.2.1, we can sep-
arate this combined system of (60) and (61) into 𝑀 mutually exclusive systems corresponding
to each value of 𝑝 = 𝐾∕𝑀 (𝐾 = 0, 1, … ,𝑀 − 1) by changing 𝑗 and 𝑘 to 𝑗𝑝(𝑛) = −(𝑀𝑛 + 𝐾) and
𝑗𝑝(𝑚) = −(𝑀𝑚 + 𝐾), respectively, where 𝑗𝑝(⋅) is defined by (36). Then, the infinite series

∑∞

𝑗=−∞

and
∑∞

𝑘=−∞
in (60) and (61) are also replaced by

∑∞

𝑛=−∞
and

∑∞

𝑚=−∞
, respectively, which can be

truncated as

∞∑
𝑛=−∞

∼

𝑁∕2∑
𝑛=−𝑁∕2+1

and
∞∑

𝑚=−∞

∼

𝑁∕2∑
𝑚=−𝑁∕2+1

, (62)
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where𝑁 is a large enough even number. From these, we can rewrite the separated system of (60)
and (61) for 𝑝 = 𝐾∕𝑀 in the matrix form

𝜎𝒗 − 𝐿𝒗 = 𝑞2𝐵1𝒗 + 𝑞4𝐵2𝒗 + O(𝑞6) for 𝑝 = 𝐾∕𝑀, (63)

where

𝒗 =
(𝒂
𝒃

)
, (64)

and

𝐿 =

(
𝐿(1𝑎) 𝐿(1𝑏)

𝐿(2𝑎) 𝐿(2𝑏)

)
, 𝐵1 =

(
0 𝐵

(1𝑏)
1

𝐵
(2𝑎)
1 0

)
, 𝐵2 =

(
0 𝐵

(1𝑏)
2

0 0

)
. (65)

Here 𝒂 = (𝑎−𝑁∕2+1, … , 𝑎𝑁∕2)⊤, 𝒃 = (𝑏−𝑁∕2+1, … , 𝑏𝑁∕2)⊤, 𝐿(⋅) = (𝐿
(⋅)
𝑚𝑛), and 𝐵

(⋅)
∗ = (𝐵

(⋅)
∗𝑚𝑛), where ⊤

denotes the transpose, −𝑁∕2 + 1 ≤ 𝑚, 𝑛 ≤ 𝑁∕2, and
𝑎𝑛 = �̌�𝑗=𝑗𝑝(𝑛), 𝑏𝑛 = �̌�𝑗=𝑗𝑝(𝑛)

𝐿
(⋅)
𝑚𝑛 = �̌�

(⋅)

𝑘=𝑘𝑝(𝑚), 𝑗=𝑗𝑝(𝑛)
, 𝐵

(⋅)
∗𝑚𝑛 = �̌�

(⋅)

∗𝑘=𝑘𝑝(𝑚), 𝑗=𝑗𝑝(𝑛)

⎫⎪⎬⎪⎭. (66)

For 𝑝 = 0 (𝐾 = 0), {𝑗𝑝(𝑛)}∞𝑛=−∞ = {−𝑀𝑛}∞𝑛=−∞ includes 0, but 𝑏0 is omitted in 𝒗 because 𝑏0 = 0
from the bottom condition as shown in (35). Thus, for 𝑝 = 0, 𝒗 is a 2𝑁 − 1 dimensional vector
and 𝐿, 𝐵1 and 𝐵2 are (2𝑁 − 1) × (2𝑁 − 1) matrices. On the other hand, for 𝑝 ≠ 0, {𝑗𝑝(𝑛)}∞𝑛=−∞
does not include 0, and thus 𝒗 is a 2𝑁 dimensional vector and 𝐿, 𝐵1 and 𝐵2 are 2𝑁 × 2𝑁matrices.
Also note that 𝐿, 𝐵1 and 𝐵2 depend on ℎ and 𝑝.

4 LINEAR STABILITY ANALYSIS USING A PERTURBATION
THEORY FORMATRICES

To apply a perturbation theory for matrices [Ref. 15, section 1.6] 16,17 to the linearized system (63)
for small values of 𝑞, we introduce the perturbation parameter 𝜖 = 𝑞2 and rewrite (63) as

𝜎𝒗 − 𝐿𝒗 = 𝜖𝐵1𝒗 + 𝜖2𝐵2𝒗 + O(𝜖3) for 𝑝 = 𝐾∕𝑀 with 𝜖 = 𝑞2. (67)

We can approximately evaluate 𝜎 and 𝒗 in (67) by expanding them in powers of 𝜖𝜈 as

𝜎 = 𝜎(0) + 𝜀𝜈𝜎(1) + 𝜀2𝜈𝜎(2) + 𝜀3𝜈𝜎(3) +⋯

𝑣 = 𝑣(0) + 𝜀𝜈𝑣(1) + 𝜀2𝜈𝑣(2) + 𝜀3𝜈𝑣(3) +⋯

}
, (68)

where 𝜈 (> 0) depends on the multiplicity of the eigenvalue 𝜎(0) as a solution of the characteristic
equation of the matrix 𝐿, as will be shown in Section 4.2.
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(a) (b)

F IGURE 2 Variation of the eigenvalue 𝜎(0) = 𝜎(0)r + i𝜎
(0)

i
for 𝑞 = 0 in (69) with the wave steepness ℎ = 𝐻∕𝜆:

(A) the superharmonic case 𝑝 = 0 (𝑀 = 1, 𝐾 = 0) and (B) the subharmonic case 𝑝 = 1∕2 (𝑀 = 2, 𝐾 = 1). Each
normal mode is labeled by (𝑛, ±) = 𝜎±𝑛 (𝑝) defined by (70). In (B), the critical wave steepness ℎc ≃ 0.272108. The
computed results with 𝑁 = 128 are compared with those of the two-dimensional stability analysis by Tiron and
Choi12

4.1 Two-dimensional linear stability for 𝒒 = 𝟎

In the absence of disturbances in the transverse direction, namely, for 𝑞 = 0 (𝜖 = 0), the linearized
system (67) becomes an eigenvalue problem given by

𝐿𝒗(0) = 𝜎(0)𝒗(0) for 𝑝 = 𝐾∕𝑀. (69)

The eigenvalue 𝜎(0) of the matrix 𝐿 determines the two-dimensional linear stability due to distur-
bances in the propagation direction of steady waves with 𝑝 = 𝐾∕𝑀. We numerically compute
𝜎(0) and 𝒗(0) in (69) using the computational routine “zgeev” in LAPACK (http://www.netlib.
org/lapack/). Figures 2(A) and (B) show some computed results for the variation of the eigen-
value 𝜎(0) = 𝜎(0)r + i𝜎

(0)
i

with the wave steepness ℎ = 𝐻∕𝜆 for (a) the superharmonic case 𝑝 = 0
(𝑀 = 1,𝐾 = 0) and (b) the subharmonic case 𝑝 = 1∕2 (𝑀 = 2,𝐾 = 1), respectively. The number
𝑁 of the truncated series in (62) is set to 𝑁 = 128. Each eigenvalue is labeled by (𝑛, ±) of the cor-
responding eigenvalue 𝜎±𝑛 (𝑝) ∶= 𝜎

±
𝑛 (𝑝, 𝑞 = 0) in (25) in the zero-amplitude limit ℎ → 0 for 𝑞 = 0,

namely,

𝜎±𝑛 (𝑝) = −i{𝑝 + 𝑛 ± |𝑝 + 𝑛|3∕2}. (70)

The results in Figure 2 agree well with those by Tiron and Choi.12
In the superharmonic case of 𝑝 = 0, as shown in Figure 2(A), the growth rate 𝜎r of the distur-

bance vanishes for the whole range of the wave steepness 0 ≤ ℎ ≤ 0.73, and thus the steady waves
are always stable. On the other hand, in the subharmonic case of𝑝 = 1∕2, as shown in Figure 2(B),
the two pairs of eigenvalues, (𝜎−+1, 𝜎

+
−1) and (𝜎

−
0 , 𝜎

+
−2), collide at ℎ = ℎc ≃ 0.272108, and the steady

http://www.netlib.org/lapack/
http://www.netlib.org/lapack/
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waves are unstable for ℎ > ℎc. In the following sections, we study the three-dimensional linear
stability by adding the transverse disturbances to these two cases: 𝑝 = 0 and 1∕2.

4.2 Three-dimensional linear stability for small values of 𝒒

To obtain high-order eigensolutions 𝜎(𝜇) and 𝒗(𝜇) (𝜇 = 1, 2, …) in (68), we introduce the left-
eigenvector 𝒖(0) and the Schur decomposition of the matrix 𝐿. The right- and left-eigenvectors,
𝒗
(0)
𝑖
and 𝒖(0)

𝑖
, corresponding to the 𝑖-th eigenvalue 𝜎(0)

𝑖
of the matrix 𝐿 satisfy

⎧⎪⎨⎪⎩
𝐿𝒗

(0)
𝑖
= 𝜎

(0)
𝑖
𝒗
(0)
𝑖

,

𝒖
(0)⊤
𝑖 𝐿 = 𝜎

(0)
𝑖
𝒖
(0)⊤
𝑖 or 𝐿

⊤
𝒖
(0)
𝑖
= 𝜎

(0)
𝑖 𝒖

(0)
𝑖
.

(71)

Here, note that 𝒗(0)
𝑖
and 𝒖(0)

𝑗
have an orthogonality such that

𝜎
(0)
𝑖

≠ 𝜎
(0)
𝑗

⇒
(
𝒗
(0)
𝑖
, 𝒖

(0)
𝑗

)
= 0. (72)

The Schur decomposition [Ref. 20, p. 335] of the 2𝑁 × 2𝑁 matrix 𝐿 can be expressed as

𝐿𝒒𝑗 = 𝜎
(0)
𝑗
𝒒𝑗 +

𝑗−1∑
𝑖=1

𝛽𝑖𝑗𝒒𝑖 (𝑗 = 1, 2, … , 2𝑁), (73)

where the Schur vectors 𝒒𝑗 satisfy (𝒒𝑖, 𝒒𝑗) = 0 for 𝑖 ≠ 𝑗.

4.2.1 The superharmonic case (𝒑 = 𝟎)

In the case of 𝑝 = 0 (𝑀 = 1 and 𝐾 = 0), 𝐿 is a (2𝑁 − 1) × (2𝑁 − 1) matrix, as described at the
end of Section 3.2.2. The eigenvalues 𝜎(0)

𝑖
(𝑖 = 1, 2, … , 2𝑁 − 1) of 𝐿 include a zero eigenvalue

𝜎
(0)
1 = 0 for all wave amplitudes, as shown in Figure 2(A), which is a triple root of the charac-
teristic equation of the matrix 𝐿. Then, we consider the following case of the eigenvalues 𝜎(0)

𝑖
(𝑖 = 1, 2, … , 2𝑁 − 1):

⎧⎪⎨⎪⎩
𝜎
(0)
1 = 𝜎

(0)
2 = 𝜎

(0)
3 = 0 and 𝜎

(0)
𝑖

≠ 0 (𝑖 ≥ 4),
𝜎
(0)
𝑖

≠ 𝜎(0)
𝑗

(𝑖 ≠ 𝑗 , 𝑖, 𝑗 ≥ 4).
(74)

Here, because 𝜎±𝑛 (𝑝 = 0) = −i(𝑛 ± |𝑛|3∕2) in (70), 𝜎(0)1 and 𝜎(0)2 correspond to the modes 𝜎−𝑛=1 = 0
and 𝜎+𝑛=−1 = 0, respectively, and 𝜎

(0)
3 to the mode 𝜎±𝑛=0 = 0. This condition (74) is satisfied for

almost all wave amplitudes except at some finite number of values of ℎ where there exist 𝑖 and 𝑗
(𝑖 ≠ 𝑗, 𝑖, 𝑗 ≥ 4) such that 𝜎(0)

𝑖
= 𝜎

(0)
𝑗
, as shown by Tiron and Choi [Ref. 12, figure 3 on p. 412].

The number of linearly independent eigenvectors corresponding to these three zero eigenval-
ues 𝜎(0)

𝑖
(𝑖 = 1, 2, 3) in (74) are only two. Then, the Jordan decomposition of the matrix 𝐿 can be
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(a) (b)

(c) (d)

(e) (f)

F IGURE 3 Variation of the growth rate 𝜎r with the transverse wavenumber 𝑞 for the superharmonic case
𝑝 = 0 (𝑀 = 1, 𝐾 = 0). 𝜎 = 𝜎r + i𝜎i : the eigenvalue and ℎ = 𝐻∕𝜆 : the wave steepness. The first- and third-order
approximations denoted by �̃�⟨1⟩ (×) and �̃�⟨3⟩ (◦) are computed using the present method (91), while �̃�(CS) (∙) in (A) is
computed by using the method of Chen and Saffman.4 The solution of the weakly nonlinear model 𝜎r(NLS) (solid) is
given by (92) while its first- and third-order approximations denoted by �̃�⟨1⟩

r(NLS) (dotted) and �̃�
⟨3⟩
r(NLS) (dashed) are given

by (94). The ranges of 𝑞 and 𝜎r are 0 ≤ 𝑞 ≤ 0.14 and |𝜎r| < 0.01 in (A), and 0 ≤ 𝑞 ≤ 0.4 and |𝜎r| < 0.15 in (B)–(F).
(𝑁 = 128)

expressed as [Ref. 15, section 1.6]

𝐿𝒗
(0)
1 = 𝜎

(0)
1 𝒗

(0)
1 and 𝐿𝒒

(0)
2 = 𝜎

(0)
2 𝒒

(0)
2 + 𝛽12𝒗

(0)
1 , (75)
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and

𝐿𝒗
(0)
𝑖
= 𝜎

(0)
𝑖
𝒗
(0)
𝑖

(𝑖 = 3, 4, … , 2𝑁 − 1), (76)

where 𝛽12 ∈ ℂ and 𝒒(0)2 is the generalized eigenvector satisfying (𝜎(0)2 𝐼 − 𝐿)
2𝒒
(0)
2 = 𝟎. Note that

{𝒗
(0)
1 , 𝒒

(0)
2 , 𝒗

(0)
3 , 𝒗

(0)
4 , … , 𝒗

(0)
2𝑁−1} are linearly independent. From the perturbation theory for matri-

ces [Ref. 15, section 1.6], the eigensolutions 𝜎 and 𝒗 in (67) can be expanded in powers of 𝜖1∕2,
namely, (68) with 𝜈 = 1∕2, around 𝜎(0) = 𝜎(0)1 = 0 and 𝒗(0) = 𝒗(0)1 . By substituting these expan-
sions, Equation (67) can be approximated successively as

O(𝜀0) ∶ 𝐴1𝒗
(0)
1 = 𝟎

O(𝜀1∕2) ∶ 𝐴1𝒗
(1) = −𝜎(1)𝒗

(0)
1

O(𝜀1) ∶ 𝐴1𝒗
(2) = −𝜎(1)𝒗(1) − 𝜎(2)𝒗

(0)
1 + 𝐵1𝒗

(0)
1

O(𝜀3∕2) ∶ 𝐴1𝒗
(3) = −𝜎(1)𝒗(2) − 𝜎(2)𝒗(1) − 𝜎(3)𝒗

(0)
1 + 𝐵1𝒗

(1)

O(𝜀2) ∶ 𝐴1𝒗
(4) = −𝜎(1)𝒗(3) − 𝜎(2)𝒗(2) − 𝜎(3)𝒗(1) − 𝜎(4)𝒗

(0)
1 + 𝐵1𝒗

(2) + 𝐵2𝒗
(0)
1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
, (77)

where

𝐴1 = 𝜎
(0)
1 𝐼 − 𝐿. (78)

Here the 0-th order equation𝐴1𝒗
(0)
1 = 𝟎 corresponds to the two-dimensional linear stability prob-

lem (69). Taking the inner product of the both sides of (77) with the left-eigenvector 𝒖(0)1 in (71),
we obtain (

𝒗
(0)
1 , 𝒖

(0)
1

)
= 0 , (79)

from the equation ofO(𝜖1∕2). Then, using (79), the high-order equations determine 𝜎(1), 𝜎(2), and
𝜎(3) in the form

𝜎(1) =
(𝐵1𝒗

(0)
1 , 𝒖

(0)
1 )

(𝒗(1), 𝒖
(0)
1 )

𝜎(2) =
(𝐵1𝒗

(1), 𝒖
(0)
1 ) − 𝜎

(1)(𝒗(2), 𝒖
(0)
1 )

(𝒗(1), 𝒖
(0)
1 )

𝜎(3) =
(𝐵1𝒗

(2), 𝒖
(0)
1 ) + (𝐵2𝒗

(0)
1 , 𝒖

(0)
1 ) − 𝜎

(1)(𝒗(3), 𝒖
(0)
1 ) − 𝜎

(2)(𝒗(2), 𝒖
(0)
1 )

(𝒗(1), 𝒖
(0)
1 )

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

. (80)

We can numerically obtain 𝜎(1), 𝜎(2) and 𝜎(3) using the computational method in Appendix A.1.
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4.2.2 The subharmonic case (𝒑 = 𝟏∕𝟐)

In the case of 𝑝 = 1∕2 (𝑀 = 2 and 𝐾 = 1), 𝐿 is a 2𝑁 × 2𝑁 matrix, as described at the end of Sec-
tion 3.2.2. We focus on the two eigenvalues 𝜎(0)1 and 𝜎(0)2 of 𝐿 corresponding to the two modes
𝜎+𝑛=−1 ≃ 0 + 0.146446 i and 𝜎

−
𝑛=1 ≃ 0 + 0.337117 i, respectively, where 𝜎

±
𝑛 is defined by (70). These

two eigenvalues 𝜎(0)1 and 𝜎(0)2 collide at the critical wave steepness ℎ = ℎc (≃ 0.272108) as shown
in Figure 2(B), namely, 𝜎(0)1 = 𝜎

(0)
2 , which is a multiple root of the characteristic equation of 𝐿 at

ℎ = ℎc. In particular, we examine the linear stability for ℎ close to ℎc. Therefore, the exponent 𝜈
of 𝜖𝜈 in the perturbative expansion (68) depends on the wave steepness ℎ.
For ℎ ≠ ℎc, we consider the case of the eigenvalues 𝜎(0)𝑖 (𝑖 = 1, 2, … , 2𝑁) of 𝐿 being mutually

different (𝜎(0)
𝑖

≠ 𝜎(0)
𝑗
for 𝑖 ≠ 𝑗). This condition is satisfied for ℎ not so close to ℎc. Then, the eigen-

solutions 𝜎 = 𝜎𝑖 and 𝒗 = 𝒗𝑖 (𝑖 = 1, 2) in (67) can be expanded in the form of (68) with 𝜈 = 1 around
𝜎
(0)
𝑖
and 𝒗(0)

𝑖
(𝑖 = 1, 2), respectively [Ref. 15, section 1.6]. Substituting these into (67), we can obtain

at O(𝜖𝑛) the equations for 𝒗(𝑛)
𝑖

for 𝑛 = 1, 2, 3 as

O(𝜀0) ∶ 𝐴𝑖𝒗
(0)
𝑖
= 𝟎

O(𝜀1) ∶ 𝐴𝑖𝒗
(1)
𝑖
= −𝜎

(1)
𝑖
𝒗
(0)
𝑖
+ 𝐵1𝒗

(0)
𝑖

O(𝜀2) ∶ 𝐴𝑖𝒗
(2)
𝑖
= −𝜎

(1)
𝑖
𝒗
(1)
𝑖
− 𝜎

(2)
𝑖
𝒗
(0)
𝑖
+ 𝐵1𝒗

(1)
𝑖
+ 𝐵2𝒗

(0)
𝑖

⎫⎪⎪⎬⎪⎪⎭
for ℎ ≠ ℎc (𝑖 = 1, 2), (81)

where

𝐴𝑖 = 𝜎
(0)
𝑖
𝐼 − 𝐿 (𝑖 = 1, 2). (82)

Taking the inner product of the both sides of (81) with the left-eigenvector 𝒖(0)
𝑖

in (71), we can
write 𝜎(1)

𝑖
and 𝜎(2)

𝑖
in the form

𝜎
(1)
𝑖
=
(𝐵1𝒗

(0)
𝑖
, 𝒖

(0)
𝑖
)

(𝒗
(0)
𝑖
, 𝒖

(0)
𝑖
)

𝜎
(2)
𝑖
=
(𝐵1𝒗

(1)
𝑖
, 𝒖

(0)
𝑖
) + (𝐵2𝒗

(0)
𝑖
, 𝒖

(0)
𝑖
) − 𝜎

(1)
𝑖
(𝒗
(1)
𝑖
, 𝒖

(0)
𝑖
)

(𝒗
(0)
𝑖
, 𝒖

(0)
𝑖
)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
for ℎ ≠ ℎc (𝑖 = 1, 2). (83)

We can numerically obtain 𝜎(1)
𝑖

and 𝜎(2)
𝑖

using the computational method in Appendix A.2.
For ℎ ≃ ℎc, the accuracy of 𝜎

(1)
𝑖

and 𝜎(2)
𝑖

(𝑖 = 1, 2) in (83) deteriorates, because 𝜎(0)1 = 𝜎
(0)
2 at

ℎ = ℎc and thus, similarly to (79), the denominators (𝒗
(0)
𝑖
, 𝒖

(0)
𝑖
) for 𝑖 = 1, 2 in (83) approach zero

as ℎ → ℎc. Then we propose an alternative method using a local analysis near the critical point
ℎ = ℎc as follows. First, the Schur decomposition of thematrix 𝐿 in (73) for 𝑗 = 1, 2 can be written
in the same form as (75), because 𝒒1 in (73) is equal to 𝒗

(0)
1 . Because 𝜎(0)1 ≃ 𝜎

(0)
2 for ℎ ≃ ℎc, we may

put

𝜎
(0)
2 − 𝜎

(0)
1 = 𝜖1∕2Δ𝜎 for ℎ ≃ ℎc, (84)
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and rewrite (75) as

𝐿𝒗
(0)
1 = 𝜎

(0)
1 𝒗

(0)
1 and 𝐿𝒒

(0)
2 = 𝜎

(0)
1 𝒒

(0)
2 + 𝛽12 𝒗

(0)
1 + 𝜖1∕2Δ𝜎 𝒒

(0)
2 for ℎ ≃ ℎc. (85)

The number of linearly independent eigenvectors corresponding to the eigenvlaue 𝜎(0)1 = 𝜎
(0)
2

is only one at ℎ = ℎc. Then, we may assume that the eigensolutions 𝜎 and 𝒗 for ℎ ≃ ℎc can be
expanded in the form of (68) with 𝜈 = 1∕2, and, similarly to (A2) in Appendix A.1, the equation
of O(𝜖1∕2) produces

𝒗(1) = 𝑑
(1)
1 𝒗

(0)
1 + 𝑑

(1)
2 𝒒

(0)
2 and 𝜎(1) = 𝑑

(1)
2 𝛽12. (86)

Substituting these into the equation of O(𝜖1), we get

𝐴1𝒗
(2) = −

(
𝜎(1)𝑑

(1)
1 + 𝜎(2)

)
𝒗
(0)
1 − 𝑑

(1)
2 (𝜎

(1) − Δ𝜎)𝒒
(0)
2 + 𝐵1𝒗

(0)
1 . (87)

Taking the inner product of both sides of (87) with the left-eigenvector 𝒖(0)1 in (71), and using (86)
and the orthogonality (79), we obtain a quadratic equation for 𝜎(1), and its solution is given by

𝜎(1) = 𝜎
(1)
± ∶=

Δ𝜎

2
±

√√√√√(
Δ𝜎

2

)2
+ 𝛽12

(𝐵1𝒗
(0)
1 , 𝒖

(0)
1 )

(𝒒
(0)
2 , 𝒖

(0)
1 )

for ℎ ≃ ℎc. (88)

Thus, the eigenvalue 𝜎 for ℎ ≃ ℎc can be locally approximated by �̃�c = 𝜎
(0)
1 + 𝜖1∕2𝜎

(1)
± with 𝜖 = 𝑞2,

namely,

𝜎 ∼ �̃�c ∶=
𝜎
(0)
2 + 𝜎

(0)
1

2
±

√√√√√(
𝜎
(0)
2 − 𝜎

(0)
1

2

)2

+ 𝑞2𝛽12
(𝐵1𝒗

(0)
1 , 𝒖

(0)
1 )

(𝒒
(0)
2 , 𝒖

(0)
1 )

for ℎ ≃ ℎc. (89)

5 NUMERICAL RESULTS

This section shows some computed results of the approximate eigenvalue 𝜎 for small values of 𝑞
obtained in §4 for both superharmonic (𝑝 = 0) and subharmonic (𝑝 = 1∕2) disturbances. In these
computations, the number𝑁 of the truncated series (62) is set to𝑁 = 64 or 128, and the computa-
tional routines “zgeev” and “zgees” in LAPACK (http://www.netlib.org/lapack/) are used for the
left-eigenvector (71), the Schur decomposition in (73), and 𝛽12 in (75).
For relatively small-amplitude capillary waves, the weakly nonlinear models based on the for-

mulation of the cubic nonlinear Schrödinger equation were derived in the previous studies [Ref.
4, eq. (2.20) on p. 131] [Ref. 6, eq. (2.10) on p. 309]. These models yield the approximate growth
rate 𝜎r(NLS) of the three-dimensional disturbances as

𝜎r(NLS) = Re

{
3

8

√
𝑝2 + 2𝑞2

(
𝜋2

3
ℎ2 − (𝑝2 + 2𝑞2)

)1∕2}
, (90)

http://www.netlib.org/lapack/
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where Re{⋅} denotes the real part. Here, note that this approximation is supposed to be valid for
small ℎ, 𝑝, and 𝑞. We compare this weakly nonlinear solution (90) with the present method.

5.1 The superharmonic case (𝒑 = 𝟎)

For the superharmonic case 𝑝 = 0 (𝑀 = 1 and 𝐾 = 0), we compute 𝜎(1), 𝜎(2), and 𝜎(3) using the
perturbative method in Section 4.2.1, and obtained the first- and third-order approximations �̃�⟨1⟩
and �̃�⟨3⟩ given by

�̃�⟨1⟩ ∶= 𝜎
(0)
1 + 𝜖1∕2𝜎(1) and �̃�⟨3⟩ ∶= 𝜎

(0)
1 + 𝜖1∕2𝜎(1) + 𝜖𝜎(2) + 𝜖3∕2𝜎(3). (91)

Here, note that 𝜎(0)1 = 0 and that the computed results of 𝜎(2) almost vanish, namely, 𝜎(2) ≃ 0. Fig-
ure 3 shows some compute results of the variation of the growth rate 𝜎r, namely, the real part of
�̃�⟨1⟩ and �̃�⟨3⟩, with 𝑞. These results demonstrate that, for the superharmonic disturbances (𝑝 = 0),
Crapper’s capillary waves are two-dimensionally stable for 𝑞 = 0, but three-dimensionally unsta-
ble for long-wavelength disturbances in the transverse direction with 0 < 𝑞 ≪ 1 for almost all
wave amplitudes.
The present method cannot be applied to some finite number of values of the wave steepness

ℎ, for which multiple roots 𝜎(0)
𝑖

(𝑖 ≥ 4) other than the triple root 𝜎(0)1 exists, as pointed out at the
beginning of Section 4.2.1. However, the computed results of the growth rate 𝜎r change continu-
ously with ℎ. Thus, we may conjecture that the characteristics of the computed results in Figure 3
can be found for all wave amplitudes.
Figure 3 also compares the present results with those of Chen and Saffman.4 It should be

remarked that they formulated the three-dimensional linear stability problem in the physical
space and expanded the solutions in the rectangular coordinate system (𝑥1, 𝑥2, 𝑦) in Figure 1(A)
using Floquet theory. Their method does not require any assumptions for 𝑝 and 𝑞, but its appli-
cation is limited to small-amplitude waves due to the slow convergence of the expansion as the
amplitude increases. Computed results for the eigenvalue �̃�(CS) using their method are shown for
ℎ = 0.05 by the black circle points in Figure 3(A), but no convergent solutions can be obtained
for ℎ ≥ 0.1. Therefore, no computed eigenvalues using the method of Chen and Saffman4 are pre-
sented for ℎ ≥ 0.1 in the following.
In addition, for the superharmonic case (𝑝 = 0), the weakly nonlinear solution 𝜎r(NLS) in (90)

becomes

𝜎r(NLS) = Re

{
3

4
𝑞

(
𝜋2

6
ℎ2 − 𝑞2

)1∕2}
. (92)

This agrees well for small-amplitude waves with the computed results for �̃�(CS) of Chen and
Saffman,4 as shown in Figure 3(A). For 𝑞 ≪ ℎ, 𝜎r(NLS) in (92) can be expanded as

𝜎r(NLS) =

√
6𝜋

8
ℎ𝑞

{
1 −

1

2

6

𝜋2

(𝑞
ℎ

)2
−
1

8

(
6

𝜋2

)2(𝑞
ℎ

)4
−⋯

}
for

𝑞

ℎ
≪ 1, (93)
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(a) (b)

F IGURE 4 Variation of the upper limit 𝑞∗ of the valid range 0 ≤ 𝑞 ≤ 𝑞∗ with the wave steepness ℎ = 𝐻∕𝜆.
The valid range with 𝑞∗ and 𝛿 is defined by (95) for the superharmonic case (𝑝 = 0) and (97) for the subharmonic
case (𝑝 = 1∕2). In (B), ℎ = ℎc ≃ 0.272108: the critical wave steepness (see Figure 2(B)). (𝑁 = 128)

and the leading- and next-order approximations to (93) are given, using 𝜖 = 𝑞2, by

�̃�
⟨1⟩
r(NLS)

= 𝜖1∕2𝜎
(1)

r(NLS)
and �̃�

⟨3⟩
r(NLS)

= 𝜖1∕2𝜎
(1)

r(NLS)
+ 𝜖3∕2𝜎

(3)

r(NLS)
, (94)

where 𝜎(1)
r(NLS)

= (
√
6𝜋∕8)ℎ and 𝜎(3)

r(NLS)
= −{3

√
6∕(8𝜋)}(1∕ℎ). Figure 3 demonstrates that the

computed results �̃�⟨1⟩ and �̃�⟨3⟩ in (91) using the present method agree well for small values of ℎ
and 𝑞with �̃�⟨1⟩

r(NLS)
and �̃�⟨3⟩

r(NLS)
in (94), respectively, but the difference between them increases with

ℎ. In particular, the weakly nonlinear NLS model overestimates the growth rate as ℎ increases.
In the present method, the wavenumber 𝑞 in the transverse direction is assumed to be small.

To estimate the range of validity of 𝑞 as 0 ≤ 𝑞 ≤ 𝑞∗, we introduce the convergence rate of the
expansion of 𝜎 in (68) that is defined, for a small value of 𝛿, by

|�̃�⟨1⟩ − �̃�⟨3⟩||�̃�⟨1⟩| < 𝛿 for 0 ≤ 𝑞 ≤ 𝑞∗. (95)

Figure 4(A) shows the upper limit 𝑞∗ for different small values of 𝛿 in (95). It is found that the
range of validity narrows with decrease of ℎ, or 𝑞∗ → 0 as ℎ → 0. This result confirms that the
present method is valid for 𝑞∕ℎ ≪ 1, as observed in the comparison of our numerical results with
the NLS solution (93). Nevertheless, the present method can describe the stability characteristics
over the whole amplitude range as long as 𝑞 is less than 𝑞∗, which increases with ℎ.

5.2 The subharmonic case (𝒑 = 𝟏∕𝟐)

For the subharmonic case 𝑝 = 1∕2 (𝑀 = 2 and 𝐾 = 1), we compute 𝜎(1)
𝑖

and 𝜎(2)
𝑖

(𝑖 = 1, 2) using
the perturbation method described in Section 4.2.2. First, for ℎ ≠ ℎc, we define the first- and
second-order approximations �̃�⟨1⟩

𝑖
and �̃�⟨2⟩

𝑖
(𝑖 = 1, 2) as

�̃�
⟨1⟩
𝑖
∶= 𝜎

(0)
𝑖
+ 𝜖𝜎

(1)
𝑖

and �̃�
⟨2⟩
𝑖
∶= 𝜎

(0)
𝑖
+ 𝜖𝜎

(1)
𝑖
+ 𝜖2𝜎

(2)
𝑖

(𝑖 = 1, 2) for ℎ ≠ ℎc, (96)
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(a) (b)

F IGURE 5 Variation of the eigenvalue 𝜎 = 𝜎r + i𝜎i with the wave steepness ℎ = 𝐻∕𝜆 near the critical point
ℎ = ℎc for the subharmonic case 𝑝 = 1∕2 (𝑀 = 2, 𝐾 = 1). (A) 𝑞 = 0.03 and (B) 𝑞 = 0.05. × : �̃�⟨1⟩

𝑚 and ◦ : �̃�⟨2⟩
𝑚

(𝑚 = 1, 2) in (96) for ℎ ≠ ℎc. ∙ : 𝜎(0) (𝑞 = 0). The critical wave steepness ℎc is computed to be ℎc ≃ 0.272108 (see
Figure 2(B)). Notice that the computed results with𝑁 = 64 become inaccurate near the critical wave amplitude ℎ𝑐 ,
but the local solution �̃�c (solid line) given by (89) provides more accurate results for ℎ ≃ ℎc. The weakly nonlinear
solution 𝜎r(NLS) (dotted line) given by (90) inaccurately predicts the shift of the critical wave steepness ℎc

where 𝜎(0)1 and 𝜎(0)2 correspond to the two modes 𝜎+𝑛=−1 and 𝜎
−
𝑛=1, respectively, as defined at the

beginning of Section 4.2.2. We compute 𝜎(1)
𝑖
and 𝜎(2)

𝑖
(𝑖 = 1, 2) in (96) using (83) and (A17), respec-

tively. Figures 5(A) and (B) compare the variation of the eigenvalue 𝜎 = 𝜎r + i𝜎i with the wave
steepness ℎ for 𝑞 = 0.03 and 0.05, respectively. These computations are performed with 𝑁 = 64,
where 𝑁 is the number of the truncated series (62). The results in Figure 5 demonstrate that the
long-wavelength disturbances in the transverse direction slightly reduce the growth rate 𝜎r of the
two-dimensionally unstable waves for ℎ > ℎc (≃ 0.272108), but accuracy of �̃�

⟨1⟩
𝑖

and �̃�⟨2⟩
𝑖

(𝑖 = 1, 2)
in (96) deteriorates for ℎ close to ℎc, as pointed out in Section 4.2.2. It is, however, found that this
inaccuracy for ℎ ≃ ℎc is improved by the local solution �̃�c in (89), which is shown by the solid line
in Figure 5. Note that the weakly nonlinear solution 𝜎r(NLS) in (90) denoted by the dotted line in
Figure 5 inaccurately describes the shift of the critical amplitude for 𝑞 ≠ 0.
To examine the relation between the growth rate 𝜎r and the transverse wavenumber 𝑞 in more

detail, we compare some computed results for the variation of 𝜎r with 𝑞 for a range of values of ℎ
near the criticality, as shown in Figure 6. In these computations,𝑁 is set to 128. It is found that (i)
for ℎ > ℎc, the growth rate 𝜎r of the two-dimensionally unstable waves decreases with 𝑞, and (ii)
for ℎ < ℎc, Crapper’s capillarywaves are still stable (𝜎r = 0) even underweakly three-dimensional
disturbances. Also, we can see that the local solution �̃�c for ℎ ≃ ℎc in (89) agreeswith �̃�

⟨2⟩
𝑖

(𝑖 = 1, 2)
in (96) well for small values of 𝑞.
Similarly to (95) for the superharmonic case, we define the range of validity as 0 ≤ 𝑞 ≤ 𝑞∗ for

the subharmonic case with

|�̃�⟨1⟩
𝑠 − �̃�

⟨2⟩
𝑠 ||�̃�⟨1⟩

𝑠 | < 𝛿 for 0 ≤ 𝑞 ≤ 𝑞∗, (97)
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(a) (b)

(c) (d)

(e) (f)

F IGURE 6 Variation of the growth rate 𝜎r with the transverse wavenumber 𝑞 near the critical amplitude for
the subharmonic case 𝑝 = 1∕2 (𝑀 = 2, 𝐾 = 1). 𝜎 = 𝜎r + i𝜎i : the eigenvalue and ℎ = 𝐻∕𝜆 : the wave steepness. ×
: the first-order approximation �̃�⟨1⟩

𝑚 and ◦ : the second-order approximation �̃�⟨2⟩
𝑚 (𝑚 = 1, 2) in (96) for ℎ ≠ ℎc. The

solid line : the local solution �̃�c in (89) for ℎ ≃ ℎc. ℎ = ℎc ≃ 0.272108 : the critical wave steepness (see Figure 2(B)).
(𝑁 = 128)

where �̃�⟨𝜇⟩
𝑠 = Im{�̃�

⟨𝜇⟩
1 } for ℎ < ℎc and �̃�

⟨𝜇⟩
𝑠 = Re{�̃�

⟨𝜇⟩
1 } for ℎ > ℎc (𝜇 = 1, 2). Figure 4(B) shows

that, for 𝑝 = 1∕2, the upper limit 𝑞∗ in (97) approaches zero as ℎ → ℎc. This result is consistent
with the deterioration of accuracy of 𝜎(1)

𝑖
and 𝜎(2)

𝑖
(𝑖 = 1, 2) in (83) for ℎ ≃ ℎc, which is pointed out

in Section 4.2.2.
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6 CONCLUSIONS

We have considered the three-dimensional linear stability of the periodic motion of pure capillary
waves progressing in permanent form with constant speed on water of infinite depth. We have
introduced the coordinate transformation (11) using Crapper’s solution (8) to study the stability for
the whole range of wave amplitudes. To solve the linearized equations (15), (16), (17), and (18) for
small disturbances added to the steady capillarywaves in the transformed space, we have assumed
that the wavenumber 𝑝 of the disturbances in the propagation direction of Crapper’s capillary
waves is a rational number given by (27), and that the wavenumber 𝑞 of the disturbances in the
direction transverse to the propagation direction is small, namely, thewavelength in the transverse
direction being long. These assumptions and the periodicity of each variable allow us to transform
the linearized equations for disturbances into the matrix form (63) of an eigenvalue problem.
Wehave focused on the superharmonic case of𝑝 = 0 and the subharmonic case of𝑝 = 1∕2, and

have developed a computational method to obtain approximate eigensolutions to the linearized
system (63), following a perturbation theory for matrices, as shown in Section 4. In this perturba-
tive method, the eigenvalue 𝜎 and the eigenvector 𝒗 in (63) are expanded in powers of 𝜖𝜈 (= 𝑞2𝜈)
around the unperturbed solutions 𝜎(0) and 𝒗(0) for 𝑞 = 0 in the form of (68), where the exponent
𝜈 depends on the multiplicity of 𝜎(0) as a solution of the characteristic equation of the matrix 𝐿 of
the eigenvalue problem (69). Using the orthogonality of the left- and right eigenvectors and the
Schur decomposition of the matrix 𝐿, we can numerically obtain the high-order eigensolutions
𝜎(𝜇) and 𝒗(𝜇) (𝜇 = 1, 2, …) in (68). Using this method, we have successfully computed the growth
rate 𝜎r, or the real part of the eigenvalue 𝜎 = 𝜎r + i𝜎i for the whole range of wave amplitudes. In
previous studies, it was computed only for relatively small-amplitude waves.
For the superharmonic case with 𝑝 = 0, the numerical examples have demonstrated that the

steady capillary waves are two-dimensionally stable for 𝑞 = 0, but are three-dimensionally unsta-
ble for the long-wavelength disturbances with 0 < 𝑞 ≪ 1 for almost all wave amplitudes. For
small-amplitude waves (0 < ℎ ≪ 1), our results agree with the approximate solution (92) of the
weakly nonlinear model, but have shown the reduced growth rate for finite amplitude waves.
The subharmonic case with 𝑝 = 1∕2 requires two different approaches for ℎ ≠ ℎc and ℎ ≃ ℎc,

with ℎ = ℎc being the critical wave steepness for 𝑞 = 0, where the corresponding eigenvalue is
a double root of the characteristic equation of the matrix 𝐿. The computed results using the
approach for ℎ ≠ ℎc showed that the long-wavelength disturbances in the transverse direction
reduce the growth rate 𝜎r of two-dimensionally unstable waves for ℎ > ℎc. The accuracy of our
solutions using this approach deteriorates as ℎ → ℎc, but, for ℎ ≃ ℎc, can be improved by the local
analysis discussed in Section 4.2.2.
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APPENDIX A: COMPUTATIONALMETHODS OF THE HIGH-ORDER EIGENVALUES
IN (80) AND (83)

A.1 The superharmonic case (𝑝 = 0)
For the numerical evaluation of 𝜎(𝜇) (𝜇 = 1, 2, 3), each equation in (80) can be further trans-
formed as follows. First, 𝒗(𝜇) (𝜇 = 1, 2, 3) can be represented by the linear combination of

https://doi.org/10.1111/sapm.12353
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{𝒗
(0)
1 , 𝒒

(0)
2 , 𝒗

(0)
3 , 𝒗

(0)
4 , … , 𝒗

(0)
2𝑁−1} as

𝒗(𝜇) = 𝑑
(𝜇)
1 𝒗

(0)
1 + 𝑑

(𝜇)
2 𝒒

(0)
2 +

2𝑁−1∑
𝑘=3

𝑑
(𝜇)

𝑘
𝒗
(0)
𝑘

(𝜇 = 1, 2, 3) , (A1)

Substituting (A1) for 𝜇 = 1 into the equation of O(𝜖1∕2) in (77) and using the second equation in
(75) and 𝜎(0)1 = 𝜎

(0)
2 = 0, we obtain

𝒗(1) = 𝑑
(1)
1 𝒗

(0)
1 + 𝑑

(1)
2 𝒒

(0)
2 + 𝑑

(1)
3 𝒗

(0)
3 and 𝜎(1) = 𝑑

(1)
2 𝛽12. (A2)

Using these results and the orthogonality (72) and (79), the first equation for 𝜎(1) in (80) can be
rewritten as

{𝜎(1)}2 = 𝛽12
(𝐵1𝒗

(0)
1 , 𝒖

(0)
1 )

(𝒒
(0)
2 , 𝒖

(0)
1 )

. (A3)

Next, using 𝒗(1) in (A2), 𝐵1𝒗(1) can be decomposed as

𝐵1𝒗
(1) = 𝑑

(1)
1 𝐵1𝒗

(0)
1 + 𝑑

(1)
2 𝐵1𝒒

(0)
2 + 𝑑

(1)
3 𝐵1𝒗

(0)
3 , (A4)

and each term on the right-hand side can be represented, similarly to (A1), by

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝐵1𝒗
(0)
𝑖
= 𝑒𝑖1𝒗

(0)
1 + 𝑒𝑖2𝒒

(0)
2 +

2𝑁−1∑
𝑘=3

𝑒ik𝒗
(0)
𝑘

(𝑖 = 1, 3),

𝐵1𝒒
(0)
2 = 𝑒21𝒗

(0)
1 + 𝑒22𝒒

(0)
2 +

2𝑁−1∑
𝑘=3

𝑒2𝑘𝒗
(0)
𝑘
.

(A5)

Here, we can obtain the coefficients 𝑒𝑖𝑘 (𝑖 = 1, 2, 3 and 𝑘 = 1, 2, … , 2𝑁 − 1) in (A5) using the
orthogonality conditions (72) and (79) as

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝑒𝑖2 =
(𝐵1𝒗

(0)
𝑖
,𝒖
(0)
1
)

(𝒒
(0)
2
,𝒖
(0)
1
)

(𝑖 = 1, 3) , 𝑒22 =
(𝐵1𝒒

(0)
2
,𝒖
(0)
1
)

(𝒒
(0)
2
,𝒖
(0)
1
)
,

𝑒ik =
(𝒘𝑖,𝒖

(0)
𝑘
)

(𝒗
(0)
𝑘
,𝒖
(0)
𝑘
)

(𝑖 = 1, 2, 3 and 𝑘 = 3, 4, … , 2𝑁 − 1),

𝑒𝑖1 =
(𝒘𝑖,𝒗

(0)
1
)−

∑2𝑁−1

𝑘=3
𝑒ik(𝒗

(0)
𝑘
,𝒗
(0)
1
)

(𝒗
(0)
1
,𝒗
(0)
1
)

(𝑖 = 1, 2, 3),

(A6)

where

𝒘𝑖 = 𝐵1𝒗
(0)
𝑖
− 𝑒𝑖2𝒒

(0)
2 (𝑖 = 1, 3) , 𝒘2 = 𝐵1𝒒

(0)
2 − 𝑒22𝒒

(0)
2 . (A7)



524 MURASHIGE and CHOI

Substituting 𝒗(2) in (A1) and 𝐵1𝒗
(0)
1 in (A5) into the equation of O(𝜖1) in (77), we get

⎧⎪⎨⎪⎩
𝑑
(1)
2 𝜎

(1) = 𝑒12, 𝑑
(1)
3 𝜎

(1) = 𝑒13 , 𝑑
(2)
2 𝛽12 = 𝑑

(1)
1 𝜎

(1) + 𝜎(2) − 𝑒11,

𝑑
(2)
𝑘
𝜎
(0)
𝑘
= −𝑒1𝑘 (𝑘 = 4, 5, … , 2𝑁 − 1).

(A8)

The second equation in (A2) and the first equation in (A8) yield {𝜎(1)}2 = 𝛽12𝑒12. From these, the
second equation for 𝜎(2) in (80) can be rewritten as

𝜎(2) =
1

2

(
𝑒11 + 𝑒22 +

𝑒13𝑒32
𝑒12

)
. (A9)

Furthermore, substituting 𝒗(3) in (A1) and 𝐵1𝒗(1) in (A4) into the equation of O(𝜖3∕2) in (77), we
get

⎧⎪⎨⎪⎩
𝑑
(2)
3 𝜎

(1) = −𝑑
(1)
3 𝜎

(2) + 𝑑
(1)
1 𝑒13 + 𝑑

(1)
2 𝑒23 + 𝑑

(1)
3 𝑒33,

𝑑
(3)
2 𝛽12 = 𝑑

(2)
1 𝜎

(1) + 𝑑
(1)
1 𝜎

(2) + 𝜎(3) − 𝑑
(1)
1 𝑒11 − 𝑑

(1)
2 𝑒21 − 𝑑

(1)
3 𝑒31.

(A10)

From these, the third equation for 𝜎(3) in (80) can be rewritten as

𝜎(3) =
1

2𝜎(1)

⎡⎢⎢⎢⎣𝑒12𝑒21 − (𝑒11 − 𝜎
(2))(𝑒22 − 𝜎

(2)) + 𝑒13𝑒31 − (𝑒11 − 𝜎
(2))(𝑒33 − 𝜎

(2))

+ 𝑒23𝑒32 − (𝑒22 − 𝜎
(2))(𝑒33 − 𝜎

(2))

+ 𝛽12

⎧⎪⎨⎪⎩
(𝐵2𝒗

(0)
1 , 𝒖

(0)
1 )

(𝒒
(0)
2 , 𝒖

(0)
1 )

−

2𝑁−1∑
𝑘=4

1

𝜎
(0)
𝑘

𝑒1𝑘𝑒𝑘2

⎫⎪⎬⎪⎭
⎤⎥⎥⎥⎦ , (A11)

where

𝑒𝑘2 =
(𝐵1𝒗

(0)
𝑘
, 𝒖

(0)
1 )

(𝒒
(0)
2 , 𝒖

(0)
1 )

(𝑘 = 4, 5, … , 2𝑁 − 1). (A12)

We can compute 𝜎(1), 𝜎(2), and 𝜎(3) using (A3), (A9), and (A11), respectively.

A.2 The subharmonic case (𝑝 = 1∕2)
For numerical evaluation, 𝜎(2)

𝑖
in (83) can be further transformed as follows. First, 𝒗(1)

𝑖
and

𝐵1𝒗
(0)
𝑖

(𝑖 = 1, 2) can be represented by the linear combination of {𝒗(0)1 , 𝒗
(0)
2 , 𝒗

(0)
3 , 𝒗

(0)
4 , … , 𝒗

(0)
2𝑁},
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respectively:

𝒗
(1)
𝑖
=

2𝑁∑
𝑘=1

𝑑𝑖𝑘𝒗
(0)
𝑘

and 𝐵1𝒗
(0)
𝑖
=

2𝑁∑
𝑘=1

𝑒𝑖𝑘𝒗
(0)
𝑘

(𝑖 = 1, 2). (A13)

We can obtain 𝑒𝑚𝑘 in (A13) using the orthogonality (72) as

𝑒𝑖𝑘 =
(𝐵1𝒗

(0)
𝑖
, 𝒖

(0)
𝑘
)

(𝒗
(0)
𝑘
, 𝒖

(0)
𝑘
)

(𝑖 = 1, 2 and 1 ≤ 𝑘 ≤ 2𝑁). (A14)

From the first equation in (83), we have

𝜎
(1)
𝑖
= 𝑒𝑖𝑖 (𝑖 = 1, 2). (A15)

Substituting (A13) into the equation of O(𝜖1) in (81) determines 𝑑𝑖𝑘 (𝑖 ≠ 𝑘) as
𝑑𝑖𝑘 =

𝑒𝑖𝑘

𝜎
(0)
𝑖
− 𝜎

(0)
𝑘

(𝑖 ≠ 𝑘). (A16)

From these, we can rewrite the second equation in (83) as

𝜎
(2)
𝑖
=

1

(𝒗
(0)
𝑖
, 𝒖

(0)
𝑖
)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2𝑁∑
𝑘=1

𝑘≠𝑖

𝑒𝑖𝑘

𝜎
(0)
𝑖
− 𝜎

(0)
𝑘

⋅
(
𝐵1𝒗

(0)
𝑘
, 𝒖

(0)
𝑖

)
+

(
𝐵2𝒗

(0)
𝑖
, 𝒖

(0)
𝑖

)
⎫⎪⎪⎪⎬⎪⎪⎪⎭

(𝑖 = 1, 2). (A17)

We can compute 𝜎(1)
𝑖

and 𝜎(2)
𝑖

(𝑖 = 1, 2) using the first equation in (83) and (A17), respectively.
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