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 Online Anonymity Protection in Computer-Mediated 
Communication  

Sara Motahari*, Sotirios G. Ziavras, Quentin Jones 

In any situation where a set of personal attributes are 
revealed, there is a chance that revealed data can be linked back 
to its owner.  Examples of such situations are publishing user 
profile micro-data or information about social ties, sharing 
profile information on social networking sites, or revealing 
personal information in computer-mediated communication. 
Measuring user anonymity is the first step to ensuring that the 
identity of the owner of revealed information cannot be inferred. 
Most current measures of anonymity ignore important factors 
such as the probabilistic nature of identity inference, the 
inferrer’s outside knowledge, and the correlation between user 
attributes. Furthermore, in the social computing domain 
variations in personal information and various levels of 
information exchange among users make the problem more 
complicated. We present an information-entropy-based realistic 
estimation of the user anonymity level to deal with these issues in 
social computing in an effort to help predict \identity inference 
risks. We then address implementation issues of online protection 
by proposing complexity reduction methods that take advantage 
of basic information entropy properties. Our analysis and delay 
estimation based on experimental data show that our methods 
are viable, effective and efficient in facilitating privacy in social 
computing and synchronous computer-mediated 
communications.    
 

Index Terms— data security, delay estimation, inference, 
information theory, privacy. 

I. INTRODUCTION 
OCIAL COMPUTING applications connect users to each other 
and support interpersonal communication (e.g. Instant 

Messaging), social navigation [1] (e.g. Facebook), and data 
sharing (e.g., flicker.com). The widespread use of ubiquitous 
and social computing poses privacy threats on many aspects of 
personal information, such as identity, location, profile 
information, social relations, etc. However, studies and polls 
suggest that identity is the most sensitive piece of users’ 
information [2] and anonymity preservation is a key aspect of 
privacy protection and application design [3, 4]. Anonymity is 
defined as “not having identifying characteristics such as a 
name or description of physical appearance…” [5].  

There are multiple situations where personal information is 
partially shared, but the information owner’s anonymity must 
be protected. For example, there are various scenarios where  
organizations need to share or publish their user profile micro-
data for legal, business or research purposes. To surmount the 

identification risk, attributes such as Name and Social Security 
Number are generally removed or replaced by false values. 
Nevertheless, previous research has shown that this type of 
anonymization alone may not be sufficient for identity 
protection [6]. For example, according to one study [7], 
approximately 87% of the population of the United States can 
be uniquely identified by their Gender, Date of Birth, and 5-
digit Zip-code. Therefore, an individual’s gender, date of birth 
and zip-code could be an identity-leaking set of attributes. 
Previous research on anonymity protection has mostly focused 
on this type of identity inference in micro-data and data 
mining. Recently, researchers have noticed the problem of 
identity inference in social network data [8]. In the above 
situations, it is usually assumed that the combinations of 
attributes that lead to identity inference are known and the 
focus is on anonymization solutions include suppression, 
randomization, or generalization of certain attribute values or 
inserting noise into the dataset.  

Such efforts have resulted in valuable solutions for 
anonymity protection [6, 9, 10].These solutions usually have 
minor problems, such as ignoring the probabilistic nature of 
identity inference (usually resulted from the inferrer’s 
uncertain outside information) and failing to identify identity-
leaking attributes. However, the pervasive use of social 
computing applications has made this problem more 
complicated for the following reasons. 
• There is no single dataset shared with all potential 

inferrers, but users of social computing applications share 
different information with different potential inferrers; 

• User attributes such as location and friends may be 
dynamic and change; 

• Users’ anonymity preferences may be dynamic and 
change based on context such as time and location; 

• The socially contextualized nature of information in such 
applications highly enables inferrers to use their 
background knowledge (outside information) to make 
inferences; 

• In synchronous computer-mediated communications, 
users may progressively share their information piece by 
piece and the possible risk of identity inference as a result 
of revealing a new attribute has to be detected online. 

Currently, system implementation and research on privacy 
in mobile and social applications are mostly limited to 
supporting users’ privacy setting through direct access control 
systems [11-14]. Currently, such systems do not envision the 
linkability of personal information as explained above and do 
not effectively measure or protect the users’ anonymity. 

A social inference risk prediction framework based on the 
information entropy of a specific user attribute was proposed 
in [15, 16]. The contributions of this paper are as follows. In 
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this paper, we expand the risk prediction framework to 
estimate the anonymity of a user based on information 
entropy. The information entropy is calculated by taking the 
inferrer’s background knowledge into account. Such 
estimation can be used in any situation where personal 
attributes are shared. In the next step, to move towards an 
effective implementation of a protection system in 
synchronous communication, we will first present a brute-
force algorithm and approximate its computational 
complexity. We then present a modified algorithm using basic 
properties of information entropy that can reduce the 
complexity. Analysis of delay and complexity based on our 
experimental data suggests that the proposed algorithm can be 
used to handle many users at the same time. We do not aim to 
propose an optimal algorithm, but our modified algorithm 
does not compromise privacy to reduce complexity, and 
addresses many gaps in anonymity protection research which 
we discuss below.   

II. THE CHALLENGE OF MEASURING ANONYMITY 
Anonymity has been discussed in the realm of data mining, 

social networks and computer networks with several attempts 
to quantify the degree of user anonymity. For example, Reiter 
and Rubin [17] define the degree of anonymity as 1- p, where 
p is the probability assigned to a particular user by a potential  
attacker. This does not give information on how 
distinguishable the user is from the other users. To measure 
the degree of anonymity of a user within a dataset, Sweeny 
proposed the notion of k-anonymity [10, 18]. In a k-
anonymized dataset, each user record is indistinguishable from 
at least k−1 other records with respect to certain identity-
leaking attributes. This work gained popularity and was later 
expanded by many researchers [9]. For example, L-diversity 
[19] was suggested to protect both identity and attribute 
inferences in databases. L-diversity adds the constraint that 
each group of k-anonymized users has L different values for a 
predefined set of L sensitive attributes. k-anonymity 
techniques can be broadly classified into generalization 
techniques, generalization with tuple suppression techniques, 
and data swapping and randomization techniques.  

Recently researchers have tried to address some major 
problems of these methods, including: 1) k-anonymity 
solutions do not specify how to identify the identity-leaking 
attributes and assume that the owner of the information can 
identify them 2) a k-anonymized dataset is anonymized based 
on a fixed pre-determined k which may not be the proper value 
for all owners and all possible situations. For example, Lodha 
and Thomas tried to approximate the probability that a set of 
attributes is shared among less than k individuals for an 
arbitrary k [6]. However, they make unrealistic assumptions in 
their approach, such as assuming that an attribute takes its 
different possible values with almost the same probability or 
assuming that user attributes are not correlated.  
Unfortunately, although such assumptions simplify the task of 
anonymity estimation to a great extent, they are often invalid 
in practice. For example, different values of an attribute are 
not equally likely to appear. Also, users’ attributes are highly 
correlated (e.g. age, gender, and even ethnicity are actually 

correlated with medical conditions, occupation, education, 
position, income and physical characteristics; home country is 
correlated with religion; religion is correlated with interests 
and activities, etc.) Therefore, the probability of a combination 
of a number of attributes cannot necessarily be obtained from 
the probabilities of individual attributes.  

Machine learning as the next potential solution does not 
seem to be a reliable option for this estimation either [20]. 
This is for the same as above reasons and because user 
attributes are normally categorical variables that may be 
revealed in chunks. To estimate the degree of anonymity after 
revealing a set of attributes, the tool has to be able to capture 
joint probabilities of all possible values for all possible 
combinations of profile attributes (mostly categorical) and 
detect the outliers that may not even appear in the teaching set. 

 While privacy in data mining has been an important topic 
for many years, privacy for social network (social ties) data is 
a relatively new area of interest. A few researchers have 
suggested graph-based metrics to measure the degree of 
anonymity [8] or algorithms to test a social network, e.g. by 
de-anonymizing it [21]. Very little has been written on 
preserving anonymity within social network data. Campan and 
Truta [22] suggested an algorithm to maintain k-anonymity in 
social network data. 

The first step in finding a set of identity-leaking attributes 
or social connections is to estimate an inferrer’s outside 
information (background knowledge) as identity-leaking 
attributes consist of attributes that can be linked to the outside 
world. Although the need to model background knowledge has 
been recognized as an issue in database confidentiality [23], 
previous research on anonymity protection usually fails to 
address this important issue. Therefore, identifying such 
attributes remains an unsolved problem. 

The final noteworthy problem of all mentioned solutions is 
that the notion of k-anonymity implies that k individuals (who 
share the revealed information) are completely 
indistinguishable from each other. This means that all k 
individuals are equally likely to be the true information owner. 
We will show in the next section that this may not be true due 
to various reasons, including nondeterministic background 
knowledge of the inferrer. Therefore, different probabilities 
should be assigned to different individuals to convey this 
probabilistic nature of identity inference. Denning and 
Morgenstern [24-26] were the first to  use  information 
entropy to predict the risk of such probabilistic inferences in 
multilevel databases. Given two data items x and y, let H(y) 
denote the entropy of y and Hx(y) denote the conditional 
entropy of y given x. They defined the reduction in the 
uncertainty of determining the value of y given x as 
Infer(x y)= (H(y)-Hx(y))/H(y). The value of Infer (x  y) is 
between 0 and 1, representing how likely it is to derive y given 
x. They did not show  the process of determining this value as 
they did not dwell into the calculation of  conditional 
entropies. We are only aware of the proposed use of 
information entropy in the context of connection anonymity; 
Serjantov and Danezis [27], Diaz et al. [28], and Toth et al. 
[29] suggested information theoretic measures to estimate the 
degree of anonymity of a  message transmitter node in a 
network that uses mixing and delaying in the routing of 
messages.  While [27] and [28] try to measure the average 
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anonymity of the nodes in the network,  the work in [29] 
measures the worst case anonymity in a local network. Unlike 
the earlier approaches, their approach does not ignore the issue 
of the attacker’s background knowledge, but they make 
abstract and limited assumptions about it that may not result in 
a realistic estimation of the probability distributions for nodes. 
More importantly, their approach measures the degree of 
anonymity for fixed nodes (such as desktops) and not 
necessarily their users. 

In Section III, we will present a framework to model 
background knowledge and then dynamically calculate the 
information entropy based on already revealed attributes and 
background knowledge. 

III. INFORMATION THEORETIC ESTIMATION OF ANONYMITY  
In this section, we employ information theory to estimate 

the users’ level of anonymity. Before that, we briefly explain 
why we need to model an inferrer’s background knowledge 
and then   summarize an early user experiment in the domain 
of synchronous Computer-Mediated Communication (CMC) 
as its scenarios will be used as examples to elaborate on the 
calculations.  

A. Background Knowledge Modeling 
A reliable estimation of the anonymity level and the 

runtime identification of identity-leaking user attributes 
depend on effectively modeling the background knowledge as 
well as the development of an efficient algorithmic process to 
determine identity-leaking sets. The purpose of modeling the 
background knowledge in this context is to identify 1) what 
attributes, if revealed, can help the inferrer reduce the identity 
entropy of a user and how they change conditional 
probabilities, and 2) what attributes, even if not revealed, can 
help the inferrer reduce the identity entropy of a user and how 
they change conditional probabilities. As Jajodia and 
Meadows [30] say, “we have no way of controlling what data 
is learned outside of the database, and our abilities to predict it 
will be limited. Thus, even the best model can give us only an 
approximate idea of how safe a database is from illegal 
inferences”. Accurate estimation of this knowledge may seem 
too difficult or expensive. However, we specified the 
following methods resulting in different levels of accuracy in 
estimating background knowledge and compared them in a 
previous study [16]. 
1. The simplest method is to assume that the inferrer can link 

what we have in the existing application database to the 
outside world, thus being able to estimate the number of 
matching users and their probabilities based on the existing 
database. The weakness of this method is that some of the 
attributes in the database are not usually known to the 
inferrer while some parts of the inferrer’s background 
knowledge may not exist in the database.  

2. The second method is to hypothesize about the inferrer’s 
likely background knowledge taking the context of the 
application into consideration.  

3. The third method is to utilize the results of relevant user 
studies designed to capture the users’ background 
knowledge. The advantage of this method is a reliable 
modeling of background knowledge. 

4. The last method may be an extension of the latter two 
methods with application usage data that allow for 
continuous monitoring of an inferrer’s knowledge.  
We investigated the comparative value and practicality of 

the second and third methods through two user studies. The 
results suggested that method 2 was almost as accurate as 
method 3 in the realm of CMC and proximity-based 
applications. This means considering the context and 
community of application users enables us to effectively 
model the background knowledge. However this may not be 
the case in all applications and user studies may be needed. 
Such studies can be merged with initial studies of the 
application, such as usability studies, so the estimation can be 
obtained with a low cost.   

The framework explained in this section can estimate the 
level of anonymity in any situation where personal attributes 
are shared, especially in social computing. However, the 
computational complexity of calculating parameters such as V 
and Pc(i) might raise concerns over the practicality of building 
an identity inference protection system for synchronous 
communications. In the next section we propose a brute-force 
algorithm and will see that its complexity calls for a faster 
algorithm, which will be proposed in Section VI. 

 

B. Laboratory Experiment: Online Communication between 
Unknown Chat Partners 

This experiment was originally designed to achieve various 
goals including 1) Investigate an inferrer’s background 
knowledge in CMC for calculating the information entropy; 2) 
Test the ability of information entropy, calculated as explained 
in section III, to predict the inference risk; and 3) Explore the 
risk of social inferences in CMC. 

Our subjects participated in a study consisting of three 
phases: 1) online personal profile entry; 2) an experiment 
involving subjects chatting with an unknown online partner; 
followed by 3) a post chat survey about the subject’s ability to 
guess their chat partner’s identity. Five hundred and thirty 
students entered a personal profile, 304 participated in the chat 
session of which 292 subjects completed all three study 
components. A detailed presentation of this study can be 
found in [16]. However, we mention some key results here: 
• The only measure found to strongly predict the identity 

inference was information entropy of a user’s identity as 
calculated in the next subsection.  

• Different users desire different levels of anonymity. 
• The background knowledge of a specific community in this 

context (attributes that can be linked to users’ identities or 
be obtained from outside) was summarized as follows. 
1. Profile information that is visually observable, such as 

gender, approximate weight, height and age, ethnicity, 
attended classes, smoker/non-smoker, and on-campus 
jobs and activities.  

2. Profile information that is accessible through phone and 
address directories, or the organization’s (community’s) 
directories and website, such as phone number, address, 
email address, advisor/ boss, group membership, 
courses and on-campus jobs. 

3. Profile information that could be guessed based on the 
partner’s chat style and be linked to the outside world 
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even without being revealed. They included gender 
with a probability of 10.4% and ethnicity with a 
probability of 5.2%, if not revealed.  

Based on this study, we categorize the profile attributes 
that are included in the inferrer’s background (linkable 
attributes) knowledge as follows. 

Definition 1- Linkable general attributes if revealed can be 
linked to the outside world by the inferrer using his sources of 
background knowledge. For example, our experiment 
suggested that gender and on-campus jobs are linkable 
attributes in CMC, but favorite books or actors are not. 

Definition 2- Linkable probabilistic attributes are 
attributes that could probably be obtained or guessed (even if 
not revealed) and then be linked to the outside world. They 
included gender and ethnicity in our experiment as they could 
be guessed from the chat style. 

Definition 3- Linkable identifying attributes are attributes 
that uniquely specify people in most cases regardless of their 
value and regardless of values of other attributes of the user, 
such as the social security number, driving license number, 
cell phone number, first and last names, and often street home 
address.  

This categorization is done based on the results of our user 
experiments. In other applications, attributes that can be linked 
to the outside worlds, may fall under different categories than 
above. In this paper, when we mention ‘linkable attributes’, 
we imply all of the above categories.  

C. Level of Anonymity 
Information [31], as used in information theory for 

telecommunications, is a measure of the decrease of 
uncertainty in a signal value at the receiver site. Here we use 
the fact that the more uncertain or random an event (outcome) 
is, the higher the entropy it possesses. If an event is very likely 
or very unlikely to happen, it will not be highly random and 
will have low entropy. Therefore, entropy is influenced by the 
probability of possible outcomes. It also depends on the 
number of possible events, because more possible outcomes 
make the result more uncertain. In our context, the probability 
of an event is the probability that a user’s identity takes a 
specific value. As the inferrer collects more information, the 
number of users that match her/his collected information 
decreases, resulting in fewer possible values for the identity 
and lower information entropy.  

To explain this in more detail, we refer to a real story from 
the above experiment; Bob, a university student, uses the chat 
software and engages in an online communication with Alice, 
a student from the same university. At the start of 
communication, Bob does not know anything about his chat 
partner. He is not told the name of the chat partner or anything 
else about her, so all potential users are equally likely to be his 
partner (the user probability is uniformly distributed). Thus, 
the information entropy has its highest possible value. After 
Alice starts chatting, her language and chat style may help 
Bob determine (guess) her gender and home country. At this 
point, users of the same gender and nationality are more likely 
to be his chat partner. Thus, the probability for Bob to guess 
his chat partner is no longer uniformly distributed over the 
users and the entropy decreases. After a while, Alice reveals 
that she is a Hispanic female and also plays for the 

university’s women’s soccer team. Bob, who has prior 
knowledge of this soccer team, knows that it has only one 
Hispanic member. This allows Bob to then infer Alice’s 
identity. In summary, identity inferences in social applications 
happen when newly collected information reduces an 
inferrer’s uncertainty about a user’s identity to a level that 
she/he could deduce the user’s identity. Collected information 
includes not only the information provided to users by the 
system, but also other information available outside of the 
application database or background knowledge. 

We denote all the statistically significant information 
available to the inferrer, including background knowledge, by 
Q; Q includes the inferrer’s background knowledge as well as 
answers to queries (or revealed information). Before the 
inferrer knows Q, a user’s identity (Φ) maintains its maximum 
entropy. The maximum entropy of Φ, Hmax, is calculated by: 

max 2
1

P.log P= −∑
N

H    (1) 

where P=1/N and N is the maximum number of potential users 
related to the application. 

Definition 4- We define the level of anonymity of user A as 
her/his conditional identity entropy, which is calculated by 

2
1

( ) ( | ) ( ).log ( )
=

= Φ = −∑
V

anon c c
i

L A H Q P i P i   (2) 

where Φ is the user’s identity, H(Φ|Q) is the conditional 
entropy of Φ given Q, as defined in information theory, V is 
the number of possible values for attribute Φ, and Pc(i) is the 
probability that the ith possible identity  is thought to be true 
by the inferrer. Pc(i) is the posterior probability of each value 
given Q. Since here only linkable attributes can affect the 
information entropy, Q consists of linkable attributes that are 
already revealed and probabilistic attributes that are not 
revealed. 

We illustrate the entropy model through the study example 
mentioned above; Alice is engaged in an on-line chat with 
Bob. In this case, Φ is Alice’s identity at name or face 
granularity. At first her identity entropy is at its maximum 
level. After a while her chat style may enable Bob to guess her 
gender and home country. At this stage, Q comprises guesses 
on gender and home country which change the probability 
distribution of values as: Pc(i)= 

ە
ۖ
۔

ۖ
ۓ
α2α1

X3
+
α2(1-α1)

X1
+

(1-α2)α1

X2
+

(1-α2)(1-α1)
V

,                                                 

ሺfor users of the same gender and the same countryሻ                             
 α2.(1-α1) X1⁄ + ሺ1-α2ሻ.(1-α1) V⁄ , for users of only the same gender
(1-α2).α1 X2⁄ + ሺ1-α2ሻ.(1-α1) V,⁄  for users of only the same country
ሺ1-α2ሻ.(1-α1) V,⁄                                                  for the rest of the users

 

where V is the number of possible users of the applications, 
X1 is the number of users of the same gender (females), and 
X2 is the number of users of the same ethnicity (Hispanics), 
X3 is the number of users of the same gender and ethnicity, α1 
is the probability of correctly guessing Alice’s gender, α2 is 
the probability of correctly guessing her home country [16] (αk 
is the probability of guessing the kth linkable probabilistic 
attribute correctly).  

Alice then reveals she is Hispanic. At this stage, Q 
comprises the revealed information (ethnicity= Hispanic) and 
background knowledge. Since ethnicity was found to be part 
of her partner’s background knowledge (a linkable profile 
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item), background knowledge includes users that are Hispanic. 
V is the number of users that satisfy Q, which is the number of 
Hispanic users: 

Pc(i)=ቊα2 X1+⁄ (1-α1) V,⁄  for users of the same gender that satisfy Q
(1-α1) V,⁄                                          for other users that satisfy Q

    

where V is the number of Hispanics and X1 is the number of 
female Hispanics. 

When Alice reveals she is a female too, the probability is 
uniformly distributed over all Hispanic females. After she 
reveals her team membership, V is the number of users that 
satisfy [gender= female, ethnicity= Hispanic, and group 
membership= soccer team]. At this point, V=1, Pc(1)=1, and 
entropy is at its minimum level. 

Definition 5- A Matching set of users based on a set of 
attribute values at each moment are the users who share the 
same values for the attributes at that moment. Let’s consider 
the above example. At the very beginning, Alice’s matching 
users based on her revealed attributes include all users, and at 
the end, her matching users are female Hispanic soccer 
players. Therefore, the number of A’s matching users based on 
revealed attributes is V-1, excluding A. 

Let’s assume in general  that the inferrer’s probabilistic 
attributes include k attributes q1,…,qk that have not been 
revealed yet and can be known independently with 
probabilities α1,…,αk,, respectively. If the profile of user i 
matches the attributes q1,…,ql, then Pc(i) is obtained from the 
equation: Pc(i)= 

∏ ௭ሻ௞ߙ-1)
௭ୀ௟ାଵ ቊ∑

ቀ∏ ఈ೓౧೓א೨ೕ ቁቀ∏ 1-αr౧ೝ~א೨ೕ ቁ

௑൫௰ೕ൯௰ೕ׋ሼ୯భ…୯೗ሽ ቋ (3) 

where Γj is any subset of {q1… ql}including null and X(Γj) is 
the number of matching users only based on Γj. 

In the special case that Pc(i) equals 1/ V for all i, user A is 
completely indistinguishable from V-1 other users (the 
assumption made in the notion of k-anonymity). Therefore,   

H(Φ|Q) = -Σ(1/ V).log2(1/ V)=log2V       (4) 
In this case, the entropy is only a function of V. Since A is 

indistinguishable from V-1 users, V is A’s degree of 
anonymity as defined in the notion of k-anonymity. To avoid 
confusion, we always call V a user’s degree of obscurity. 

Definition 6- User A’s desired degree of obscurity is U if 
he/she wishes to be indistinguishable from U-1 other users.  

A user is at the risk of identity inference if her/his level of 
anonymity is less than a certain threshold. To take a user’s 
privacy preferences into consideration, this anonymity 
threshold can be obtained by using the desired degree of 
obscurity and replacing V by U in Equation (2):  

Definition 7- Anonymity Threshold=log2U.       
Definition 8- A set of attributes in A’s profile is called an 

identity-leaking set if revealing the set brings A’s level of 
anonymity down to a value less than his anonymity threshold. 

A reliable estimation of the level of anonymity and 
detecting the identity-leaking attributes depend on effectively 
modeling the background knowledge and efficient 
computational complexity to determine identity-leaking sets. 

IV. BRUTE-FORCE ALGORITHM FOR ONLINE ESTIMATION OF 
THE ANONYMITY 

Usually, when profile exchanges happen during 

synchronous CMC, identity leaking sets should be detected 
online so that users can be warned before sending a new piece 
of information. For  dynamic user profiles consisting of 
attributes allowed to change,  prior anonymity estimations 
cannot be safely assumed as valid. Thus, relevant estimations 
have to be computed dynamically on-demand. Here we first 
propose a brute-force algorithm and then estimate its 
computational complexity.    

A. Brute-Force Algorithm (Algorithm I) 
Let’s assume that user A is engaged in a communication 

session with user B and reveals some of his profile items. For 
simplicity, let’s also assume that all the user profiles are stored 
in a multi-dimensional database where the first dimension is 
the user ID and the other dimensions represent the user   
attributes (i.e.,  profile items). The anonymity thresholds for 
all the users have been calculated based on their desired 
degree of obscurity and are stored in another dimension of this 
database. We denote the set of A’s already revealed profile 
attributes with S. Before A reveals anything, S is null. The 
steps in Algorithm I for each newly revealed profile attribute 
are: 
1. Every time A decides to reveal a new attribute, qj,  which is 

a linkable profile item, search the entire database of user 
profiles and find A’s set of matching users based on 
SU{qj}.  

2. Let V be equal to the number of so obtained matching 
users. Derive Pc(i) from Equation (3). 

3. Calculate this user’s anonymity level by applying 
Equation (2).  

4. If the level of anonymity is equal to or less than this 
user’s anonymity threshold, S U {qj} is an identity-leaking 
set. Otherwise, reveal qj and set S=S U {qj}. 

B. Computational Complexity of Algorithm I 
The most computationally expensive step in Algorithm I is 

to search for the set of matching users to obtain V and Pc(i). In 
step 1, {q1,…,qj-1}, which includes the already revealed 
linkable attributes of A along with the to-be-revealed item qj, 
are compared with the same attributes stored for all the system 
users. This results in j comparisons for each known user. 
Assuming that there are at most n linkable profile attributes 
(including general, probabilistic, and identifying attributes) 
and N is the total number of users, in the worst case n*(N-1) 
comparisons and V<N summations may be needed. Thus, the 
worst case computational complexity is O(n*N), which grows 
linearly with both n and N. This complexity may be an issue 
for a large community of users, thus we summarize a few 
properties of information entropy that can be used to further 
reduce the complexity by modifying Algorithm I.  

V. PROPERTIES OF INFORMATION ENTROPY USED TO 
REDUCE THE COMPUTATIONAL COMPLEXITY 

We take advantage in Section VI of the following entropy 
properties in order to derive a faster algorithm.  
a) Information entropy here (i.e., the level of user anonymity) 

is an increasing function of V (e.g., user A’s degree of 
obscurity) at each stage. Let’s assume that Y and Z are two 
subsets of users, where Y is a subset of Z. If A’s 
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anonymity level is higher than A’s anonymity threshold 
among the users in Y, his anonymity level will also be 
higher than its threshold among the users in Z: 
ሺA א Y, Y׋Z, ∑ ଵܲሺ݅ሻ௜א௒ ൐thresholdሻ=> ∑ ଵܲሺ݅ሻ௜א௓ ൐threshold  

b) Although probabilistic attributes in the inferrer’s 
background knowledge can slightly deviate Pc(i) from a 
uniform distribution, a sufficiently large V still results in a 
level of anonymity being higher than its threshold. We call 
this value of V the sufficiency threshold, T. The value of 
the sufficiency threshold that guarantees a high enough 
level of anonymity for these V users is determined by the 
smallest possible value of Pc(i) and the maximum desired 
degree of obscurity. It can be derived from the following 
equation. 

c) log2(Umax)=∑ ሺ- ൬∏ ሺଵିఈ೗ሻೖ
೗సభ

்
൰்

i=1 .log2 ൬∏ ሺଵିఈ೗ሻೖ
೗సభ

்
൰ሻ. The 

following definition is pertinent.   

Sufficiency threshold: T= ∏ ሺ1‐αlሻk
lൌ1 *Umax

1/ ∏ (1-αl) 
d) The maximum level of anonymity for a given degree of 

obscurity V is log2V. If V is less than the desired degree of 
obscurity U, even the maximum level of anonymity log2V 
is less than the threshold log2U. Therefore, for V<U the 
level of anonymity is always below its threshold regardless 
of the probability Pc. 

e) This last characteristic relates to sets. Every time A reveals 
a new attribute qj, since S is a subset of SU{qj}, the set of 
A’s matching users based on SU{qj} is a subset of A’s 
matching users based on S. 

VI. IMPROVED ALGORITHM 

We do not aim to propose here an optimal algorithm in 
terms of space savings and time efficiency primarily because 
our main intention is to demonstrate the viability and 
effectiveness of our proposed privacy-protection scheme. 
Many existing solutions can be used to store and index the 
involved very sparse arrays. We show here how considering 
the basic properties mentioned above can reduce the 
computational complexity to produce a viable system without 
compromising on user privacy.   

A. Algorithm II 
Let’s assume that a user, say A, engages in on-line 

communication with another user, say B. Assume that A’s 
desired degree of obscurity, anonymity threshold, and 
sufficiency threshold are already pre-calculated and stored. 
Algorithm II works with m ‘lists of values’ and one ‘m-
dimensional array E, where m is the number of general and 
probabilistic attributes (excluding linkable identifying 
attributes, which means m<n). Each dimension of the m-
dimensional array E represents one attribute and the number 
of elements in the kth dimension equals the number of distinct 
values of the kth attribute, including null. The value of each 
element represents the number of matching users that have the 
same set of m attribute values denoted by the indices of this 
element in array E.  For example, for m=3 element E4,2,6 holds 
the number of users whose first attribute has its fourth possible 
value, the second attribute has its second possible value, and 

the third attribute has its sixth possible value. Therefore, the 
total number of users who match based only on the fourth 
value of the first attribute is ∑ ∑ E4,i,jij . The summation 
involves all the values for each unrevealed (i.e., don’t care) 
attribute in E. E is calculated using the database of user 
profiles. This database for the set of application users is 
assumed to be known to the application server as users who 
sign up to social computing applications usually fill out a 
profile. Ek1,…,km  represents   the number of matching users 
based on the set of values {k1,…,km}. The matching users are 
found by searching the database of user profiles. To simplify 
the presentation, we assume that the database contains 
information about all the users that have ever used the 
application. We also assume that for any revision of the profile 
attributes carried out by the application provider, a model is 
first developed to map old attributes to new attributes. 
A list of values for a given attribute (see Fig. 1) is a one-
dimensional  array  of  size  identical  to  the  number  of  this 
attribute’s  possible values; each element returns the indices of 
E’s nonzero elements corresponding to the respective attribute  
value. For example, for ‘female’ as the value of the ‘gender’ 
attribute, the ‘list of values’ element contains  a pointer to a 
one-dimensional array hosting  the indices of all elements in E 
that fall under female (their other m-1 attributes can take any 
value) and contain a nonzero value. Obviously, the size of the 
latter one-dimensional array is always less than the number of 
users. If the kth attribute has Jk possible values, the kth list of 
values will need at most log2(Jk) bits for addressing.  Long 
attribute values (e.g., names) can be distinguished based on 
their first few characters. In practice, the m-dimensional array 
E should be built to its full extend only if each attribute can 
have many values. For example, in order to drastically reduce 
the storage space taken by the aforementioned pointers, two 
distinct (m-1)-dimensional arrays may be created for gender, 
one each for ‘female’ and ‘male’, respectively. Also, value 
combinations of different attributes that rarely occur could be 
combined into a “single hybrid attribute” in the space of E. 
We will talk more about the required storage space in the 
subsequent subsection. However, since the main purpose of 
this paper is to demonstrate the viability of the proposed 
identity-protection process, the topic of reducing further the 
required storage space is not treated here. It will be the target 
of future work.  

 
Fig. 1. List of values for attribute k 
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The algorithm takes the following steps and its flow chart 
is depicted in Fig. 2. S is an empty set and G is an empty one-
dimensional array at the start of each communication session. 
1. Every time A decides to reveal an attribute, qj, if it is not a 

linkable attribute, then reveal qj. Else,  
2. If it is an identifying attribute, S U {qj} is an identity-

leaking set so warn user A. Else,  
3. If G is empty, find the array of indices of the nonzero 

elements of E that relate to the value of qj from the 
corresponding ‘list of values’. Set G equal to this array. 

4. Else eliminate the indices of G that do not correspond to 
the values of SU{qj}. 

5. If the length of G is larger than the sufficiency threshold, 
reveal qj and set S=SU{qj}.  

6. ElseIf the length of G is less than A’s desired degree of 
obscurity, S U {qj} is an identity-leaking set. Warn the 
user, and if S is empty set G to empty. 

7. Else read the values of all elements of E whose indices are 
stored in array G.  

8. Let V equal the sum  of all so obtained values. Then, 
derive Pc(i) from Equation (3) and calculate the 
user’s anonymity level  using  Equation (2).  

9. If the level of anonymity is equal to or less than its 
threshold, SU{qj} is an identity-leaking set. If S is 
empty, set G to empty. 

10. Else, reveal qj and set S=S U {qj}. 
Steps 2 and 6 in the above algorithm take advantage of 
entropy property (c) to decide that SU{qj} is an identity-
leaking set. Step 4 takes advantage of property (d) to 
determine that the set of new indices (corresponding to 
SU{qj}) is a subset of old indices (corresponding to S). In step 
5, since the value of each nonzero element of E is equal to or 
higher than one, the number of users who match qj is equal to 
or more than the size of this array. According to property (b), 
this revelation is safe. Finally, Pc(i) can be easily calculated in 
step 8 as it is known what probabilistic value an element refers 
to. Another advantage of this algorithm relates to situations 
where rich or completely filled out profiles are not available 
for all community members and calculations are done based 
on the available subset of them. In this case, since the profile 
owners form a subset of a bigger community, based on 
property (a) a previously safe revelation remains safe. Only 
the false positive rate may increase, which may result in false 
warnings. 

B. Computational Complexity of Algorithm II 
When A is about to reveal a first attribute to B, the first 

step is to search the ‘list of values’ array for this attribute to 
locate the to-be-revealed value. The kth list of values has Jk 
entries, where Jk is the number of possible values of the kth  
attribute. The worst case complexity of this step with binary 
search is O(log(Jk)) for a fixed number of characters in the 
value. Since array G for each new revelation is a subset of 
array G for the previous revelation, this search is only 
performed for the first revelation. A decision can be 
immediately made if the size of G is more than the sufficiency 
threshold T or less than the desired degree of obscurity U. In 
the worst case, the size of G is less than T, but more than U. In 
this case, all corresponding nonzero elements of E are read 
using  array G  with  indirect  addressing  and  are  added  to 

Is qj an accessible 
attribute

Is qj an identifying  
attribute

A decides to reveal a 
new attribute

Is G emptty

Find the indices of nonzero 
elements of E from the list 

of attributes

G=array of so find 
indices

G=G-the indices of G that 
do not correspond to the 

values of SU{qj} 

 ||G||>T

 ||G||<U

Yes NO

Yes NO

Reveal qj

Yes NO

Warn user A

NO

Reveal qj

S=SU{qj}

Yes

Warn user A

Yes NO

V=||E(G)|| 
Obtain P1(i) from equation (3)

and Lanon(A) from equation (2)

Lanon(A)>threshold

Warn user A
Reveal qj

S=SU{qj}

Yes
NO

 
Fig. 2. Flow chart of Algorithm II. 

calculate V. Then, their probabilities have to be added to 
calculate Pc(i). Since the number of these nonzero elements is 
less than T, the worst case complexity of this step is O(T). In 
summary, the worst case complexity of processing A’s first 
revelation to B is O(log(Jk)) and after that it becomes O(T). 
This means that the computational complexity does not 
necessarily increase with the total number of users and most of 
the time its order is that of a rather small number T. For a large 
community of users, this maximum complexity is substantially 
less than the maximum complexity of Algorithm I. 

This algorithm, however, takes more space on the disk than 
Algorithm I. The lists of values for the m attributes have a 
total of ∑ Jk

m
k=1  rows and the size of the m-dimensional array E 

is ∏ Jk
m
k=1  without array compaction.  In a social profile with 

10 general and probabilistic linkable profile attributes, and an 
average of 20 distinct values for each attribute, the length of 
the profile list will be 200 entries. The size of E will be 2010 
Bytes or 10.24 TeraBytes, assuming that each attribute value 
uses a single byte (some attributes, like name, may actually 
require  several bytes as explained before, while others, like 
sex, may require a single bit). An array of this size can be 
stored in the disks of a rather small PC cluster. However, 
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firstly, only up to T elements of E are read each time, using 
indirect addressing. Secondly, at most N elements of E have 
nonzero values, which means E is a very sparse array. Sparse 
arrays can be compressed to substantially reduce the storage 
space. The topic of advanced compression schemes is not 
treated in this paper since our main objective is to demonstrate 
the viability of our automated privacy-protection technique 
that centers on information entropy. 

C. Updating the Arrays 
If a user just starts or ends a communication session or 

decides to make certain attributes of his profile public or 
private, arrays do not need to be updated. If a new user joins 
the application and fills out a profile, then his profile is added 
to the database of profiles. If he fills out all m accessible 
profiles, then m elements in E are increased by one. The 
indices of these m elements are known, which makes the 
update very fast. If an element was previously zero, it has to 
be added to the list of nonzero elements. 

If a user changes the value of an attribute, the values of 
two elements in E have to be updated; the element that 
corresponds to the old values of his m attributes decreases by 
one, and the element that corresponds to the new values of his 
m attributes increases by one. Since the indices of both 
elements are known, this update is very fast. If the former 
element changes to zero, it has to be removed from the array 
of nonzero elements through the list of attributes and if the 
latter element was previously zero, it has to be added to the list 
of nonzero elements. These updates are not time-sensitive and 
can be performed in the background. 

Although adding or removing attributes for all users by the 
application provider does not usually happen in practice, these 
tasks can be handled by modifying the arrays. Removing an 
attribute is equivalent to projecting the m-dimensional array E 
to m-1 dimensions by adding the values of all the elements 
along the mth dimension. Adding an attribute is equivalent to 
adding a dimension to E and requires N comparisons 
associated with the new attribute. 

VII. DELAY ANALYSIS OF SIMULTANEOUS COMMUNICATION 
FOR MANY USERS 

The above complexity analysis deals with the worst case 
assuming one member of a pair of inter-personal 
communication partners during their session. Here, we try to 
estimate the average delay of making a decision about the 
safety of revealing an attribute just after a user decides to 
reveal its value. We assume a large community of registered 
application users, many of whom could be communicating at 
the same time. We explore this issue for a community similar 
to that of our downtown campus where we conducted our 
laboratory experiment mentioned in Section II. 

Similar to common models for costumer services, such as 
call centers, networks, telecommunications, and server 
queueing, we assume that users arrive at the system according 
to a Poisson distribution with mean λ and spend an 
exponentially distributed chat-time with mean 1/µ in the 
system. Since the users cannot be blocked or dropped, they 
form an M/M/∞ queuing system [32] in which the number of 
users in the system follows the Poisson distribution with the 

mean Ns=λ/µ(1- λ/µ) [32] (all of the parameters used in this 
paper are listed in Appendix).  

As we discussed above, the computational complexity of 
the first revelation is O(log(Jk)). This means that the worst 
case processing time is c1* log(Jk)+c2T, where c1 and c2 are 
small constant time measures. c1 is the maximum time needed 
to compare one attribute value against another and c2 is the 
time needed for reading an element from the array, adding it to 
another number, and multiplying it by a number. This 
processing time is less than c*(log(Jk)+T), where 
c=max{c1,c2}. We assume the maximum time of c*(log(Jk)+T) 
for the worst case delay analysis. The probability that x users 
reveal their first attribute during the same millisecond interval 
can be approximated with the Poisson distribution of mean λ 
for the worst case where, any user who starts a session, reveals 
at least one linkable attribute right after joining the system.  

The worst case computational complexity of all other 
revelations is O(T). We again assume the worst case where 
processing the safety of revealing each attribute always takes a 
processing time of cT, where c=max{c1,c2}. 

The probability that x revelations have to be processed 
during the same millisecond interval, p(x), is the probability 
that at least x users are currently present and communicating 
in the system and x users among them decide to reveal a 
linkable attribute. We consider the worst case here too where 
all profile attributes are linkable and all x users need to be 
processed simultaneously. If the probability that a user present 
in the system reveals an attribute during any given time unit 
interval is �, the probability p(x) is obtained as follows. 

p(x)=∑ ቀ i
xቁ �x(1-�)

i-xN
i=x

Ns
i

i!
e

-ேೞ
= e

-Ns.(Ns�)x

x!
∑ (Ns(1-�))

i

i!
N
i=x  

ൎ(for a large number of users) 
e‐Ns.ሺ�NsሻxeNsሺ1‐�ሻ

x!
ൌ ሺ�Nsሻx

x!
e‐�Ns  

Therefore, the number of revelations that need to be 
processed in the same millisecond follows the Poisson 
distribution with mean �Ns=�λ/µ(1- λ/µ).  

Assuming that the first revelation is made independent of 
further revelations, the total number of simultaneous 
revelations that need to be processed follows the Poisson 
distribution with mean �Ns+λ. Consequently, assuming one 
server, the revelations to be processed form an M/G/1 queuing 
system [33]. The average waiting time in such a system is 
obtained from Equation (5)[33]:  Ave(waiting-time)= 
(�Ns+λ)*[Ave(processing-time)2+VAR(processing-timeሻሿ

2[1-(�Ns+λ) Ave(processing-time)]
         (5) 

On average, λ/(�Ns+λ) of the revelations are the first 
revelation and take c*( log(Jk)+T) milliseconds, while the rest 
take cT  milliseconds. Therefore, the average and variance of 
processing time are obtained as follows. 
Ave(processing-time)=  
[λ/(�Ns+λ)][cT+c*log(Jk)]+[�Ns/(�Ns+λ)](cT).                       
(6)                    
VAR(processing-time)= 
׬ ߬ଶାஶ

ିஶ ([�Ns/(�Ns+λ)]∆(τ-cT) + [λ/(�Ns+λ)]∆(τ-cT-c*log(Jk))) 
dτ= 
λ (cT+c*log(Jk))2 + �Ns (cT)2

�Ns +λ
                                                      (7) 
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The average waiting time is obtained by substituting the 
average and variance of the processing time from Equations 
(6) and (7) in Equation (5). The total delay which includes 
queuing delay and processing time equals: 
Ave(total-delay)=Ave(waiting-time)+Ave(processing-time)    (8) 

We used the data from our laboratory experiment to 
simulate how this delay changes by the number of users in the 
system Ns which is equal to �λ/µ(1- λ/µ) and the average 
duration of a communication session (1/ µ). Based on the 
experimental data, the maximum desired degree of obscurity 
was 5 and the probability of guessing gender and ethnicity 
were respectively 0.104 and 0.052 as mentioned in Section II. 
Hence, the sufficiency threshold was equal to 5.6. The 
probability of revealing an attribute T in any millisecond was 
3.8*10-7. We assumed the average value of Jk to be equal to 20 
which fits our data and other rich profiles. Fig. 3 shows the 
average queuing delay that users experience due to the 
presence of other users versus the average number Ns of users 
in the system who are communicating simultaneously and the 
average duration of communication session. Fig. 4 shows the 
average of total delay for processing the safety of their 
intended revelation versus the average number of users in the 
system and the session duration. The average queueing delay 
(waiting time) in the figure is shown in seconds and the 
average duration of the communication session is shown in 
minutes. The variable c is expressed in microseconds.  

In a single network, the variable c is on the order of 
microseconds if we do not consider the need for remote array 
accesses. Since λ equals µNs/(1+Ns), when the number of 
simultaneous communications (Ns) and session duration (µ) 
are low, first revelations represent a high percentage of the 
overall revelations. Therefore, the average processing time 
and, consequently, the average total delay is higher. When Ns 
is sufficiently high, the total delay increases with an increasing 
Ns. However, as seen in the figures, the total delay in all cases 
is on the order of microseconds for up to a million users. This 
delay should not be noticeable by human users, which means 
that revelations involving many users can be processed in a 
very time-efficient manner.          

VIII. CONCLUSION 
Partial disclosures of user attributes happen in various 

scenarios, such as publishing micro-data for legal, business or 
research purposes, and revealing profile attributes in social 
networking sites, social matching systems and computer-
mediated communication. Anonymity is a major concern in 
such scenarios as revealed data might be linked back to 
owners. We highlighted the drawbacks of previous anonymity 
measurement methods and, in particular, specified why more 
realistic  anonymity estimations are  needed in the  realm of  
 social computing. We then proposed a framework for 
estimating the level of anonymity when user attributes are 
partially shared.  
In synchronous online communications, an anonymity 
protection system needs to be implemented to protect users. 
Such systems should be able to estimate the risk in acceptable 
time. We used basic properties of information entropy and 
proposed an algorithm for online estimation of identity risk. 
Analysis of its computational complexity and delay based on 

experimental data shows that a large number of users can be 
effectively processed and protected simultaneously with 
unnoticeable delays. We analyzed the worst case 
computational complexity for a single server as this work lays 
out the foundation for instantaneous protection and complexity 
reduction. Using distributed servers which will be the focus of 
future work speeds ups the calculations and reduces the delay 
even further.                                                     

 
Fig. 3. The average waiting (queueing) time experienced by a user for 
processing the safety of a revelation in simultaneous communications. 

 
Fig. 4. The average total delay experienced by a user for processing the safety 
of an application when many users are communicating simultaneously. 

 
Our proposed anonymity protection system was not 

implemented and tested for a large number of users. Large 
scale implementations in future work may reveal further 
complications. Furthermore, we did not aim to find an optimal 
solution to this problem, but to find an algorithm that reduces 
the complexity substantially, as compared to the brute-force 
algorithm. Finally, our estimation of processing time and 
delay was based on our experimental data. We considered one 
server for the worst case and assumed rich and dynamic user 
profiles that suffice for today’s common social applications 
and micro-datasets. Nevertheless, in an application with a very 
large number of users, many linkable attributes and highly 
dynamic profiles, distributed servers or even more efficient 
algorithms may be needed. 

While new ways of data disclosure, especially in 
ubiquitous and social computing applications, are emerging 
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and growing rapidly, they currently miss a realistic estimation 
of a user’s anonymity level and an efficient system for 
protecting anonymity against identity inferences. 
Implementation of such systems would greatly improve user 
privacy and anonymity protection, and would be a major step 
forward towards successful deployment of next generation 
ubiquitous social computing systems. 
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