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Abstract

As the size of data warehouses increase to several
hundreds of gigabytes or terabytes, the need for
methods and tools that will automate the process
of knowledge extraction, or guide the user to sub-
sets of the dataset that are of particular interest, is
becoming prominent. In this survey paper we ex-
plore the problem of identifying and extracting in-
teresting knowledge from large collections of data
residing in data warehouses, by using data mining
techniques. Such techniques have the ability to iden-
tify patterns and build succinct models to describe
the data. These models can also be used to achieve
summarization and approximation. We review the
associated work in the OLAP, data mining, and ap-
proximate query answering literature. We discuss the
need for the traditional data mining techniques to
adapt, and accommodate the specific characteristics
of OLAP systems. We also examine the notion of
wnterestingness of data, as a tool to guide the anal-
ysis process. We describe methods that have been
proposed 1n the literature for determining what is in-
teresting to the user and what is not, and how these
approaches can be incorporated in the data mining
algorithms.

1 Introduction

During the past few years we have experienced a con-
siderable growth in the amount of data produced
and managed by different organizations worldwide.
This growth led in many cases to the introduction
of multiple database systems within the same orga-
nization in order to deal with different aspects of the
data [CCS93]. Nevertheless, the poor data analysis
functionality that the traditional databases offered
was the incentive for the advent and development of
data warehouse systems. These systems store con-
solidated, historical, and summarized data, and are
designed to support complex, mostly ad hoc queries,
which involve large portions of the stored data.
Typically, data warehouses use multidimensional
models in order to effectively represent the wealth
of information they manage [CD97]. The data is or-
ganized in dimensions which describe in a natural
way most of the attributes associated with the data
of interest. The dimensions are in turn organized
into hierarchies, with data aggregated at each level,

which enhances the functionality of the system. The
operations that the system supports include increas-
ing and decreasing the level of aggregation along any
number of dimension hierarchies, selection and pro-
jection across dimensions and hierarchy levels, and
defining various orientations of the multidimensional
view of the data. The above kind of technology is re-
ferred to as On Line Analytical Processing (OLAP),
and we will discuss it further in the next sections.

Data warehouses tend to be fairly big in size,
usually orders of magnitude larger than operational
databases. This happens because the warehouse
gathers information from all the data sources within
an organization, and in addition, this information is
stored for long periods of time. Undoubtedly, the ca-
pabilities for data analysis and knowledge extraction
are considerable in such an environment. This is due
mainly to two reasons. First, the data structures used
in data warehouses are specifically designed to sup-
port decision support. Thus, they can be exploited
in the knowledge extraction process. Second, data
warehouses manage the aggregated knowledge of an
organization, in the sense that they consolidate data
from many sources and therefore store a richer data
collection than any other database in the organiza-
tion. Nevertheless, as the size of the dataset increases
to several hundreds of gigabytes or terabytes, all the
analysis techniques performed manually become ex-
tremely cumbersome, and inefficient. Therefore, the
need for methods and tools that will automate the
process of knowledge extraction, or guide the user to
subsets of the dataset that are of particular interest,
is becoming prominent.

While numerous traditional data mining tech-
niques have been discussed with respect to the OLAP
context [Han98], in this paper we take a step further.
We argue that mining algorithms have to get a better
understanding of the OLAP environment in order to
harness its full power, and become more involved in
order to meet the analyst’s requirements. We review
different ways of identifying and extracting knowl-
edge from large collections of data. We examine the
notion of interestingness of data, that is, ways of de-
termining what 1s interesting to the user and what is
not. Subsequently, we explore algorithms and tech-
niques that operate on large datasets and find the
interesting portions therein. Note, that this survey



does not intend to be exhaustive, but rather indica-
tive of the different approaches, and the future re-
search directions in the area of data mining in data
warehouses.

1.1

The outline of the paper i1s as follows. We give an
overview of the OLAP technologies in Section 2. In
Section 3 we briefly discuss data mining with empha-
sis on association rules, and we explore the notion
of interestingness. A review of data approximation
techniques follows in Section 4. We also comment on
the relation of these techniques to data mining. In
Section b we investigate the specific problem of data
mining in data warehouses. Finally, we conclude in
Section 6.

Paper Outline

2 OLAP Technology

2.1

The standard logical model for representing the data
in a data warehouse is the data cube. The data cube
is a multidimensional view of all the data, which
are represented as a set of numeric measures (or
facts), and organized in several dimensions of interest
[CDY7]. The numeric measures are the values of the
data we are interested in, and the ones the analysis
will be performed on. The dimensions are attributes
of the data. They provide the context for the mea-
sures, and are organized in hierarchies of multiple
levels. The measures are aggregated at each hierar-
chy level for each dimension to offer a more general
view of the base data. Figure 1 depicts an example
of a data cube. In this example the measures can be
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Figure 1: Example of a data cube.

quantities such as total sales, revenue, and inventory.

The physical design of the aforementioned
data model is different for Multidimensional- and
Relational-OLAP servers (MOLAP and ROLAP re-
spectively). MOLAP servers directly support a mul-
tidimensional view of the data, achieved through a
multidimensional storage engine. This approach re-
sults in more natural ways of data representation, but
requires special care when storing data since data sets
in high dimensions tend to be sparse. On the other

hand, ROLAP servers take advantage of the existing
relational database technology. The database con-
sists of a fact table, storing all the measures, and
dimensional tables around it. Having one table per
dimension leads to the star schema, and by normaliz-

ing the dimension tables we get the snowflake schema
(Figure 2).
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Figure 2: Two different approaches in the physical
design of ROLAP servers.

2.2 The Data Cube Operator

The problem of formalizing the computation of a
data cube is discussed in [GBLP96]. This study fo-
cuses on the relational database systems, and ad-
dresses the need for an additional operator. The
authors propose the data cube or CUBE operator,
that computes the N —dimensional aggregates of a
dataset with N aggregation attributes. This is a
generalization of the SQL aggregation functions and
the GROUP BY operator, which produces 0— and
1—dimensional answers respectively. The CUBE op-
erator may be simulated by a union of 2% GROUP
BYs for N aggregation attributes. These GROUP
BY's are depicted using the lattice notation [HRU96]
(Figure 3), where each node represents a GROUP
BY (also called cuboid). Nevertheless, this approach
is much more cumbersome and hard to write. Fur-
thermore, the final query would result in an equally
large number of data scans and sorts, which is obvi-
ously inefficient. The CUBE operator allows the user
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Figure 3: The lattice notation for a data cube with
three dimensional attributes.

to move between different levels of aggregation of the
data by removing or adding aggregation attributes.
Going up the levels is called a roll-up, while the op-
posite operation, going down the levels, is termed a
drill-down. This study presents a classification of the
aggregation functions into three categories: distribu-
tive, which can be computed separately for disjoint
subsets of the dataset and then the partial results are
merged (e.g., count, sum, min, max); algebraic, that
can be expressed using some of the distributive func-
tion (e.g., average); and holistic, which can only be
computed for the whole dataset (e.g., median, rank).

Several algorithms have been proposed for the effi-
cient computation of the data cube [AADT96] [RS97]
[ZDN97]. An overview of various indexing schemes
used in OLAP databases is presented by Sarawagi
[SS94] [Sar97], and a novel approach is described by
Roussopoulos, Kotidis et al. [RKR97]. The problem
of maintaining a data cube after we have computed
it is also an interesting research direction [MQM97]

[KR99].

3 Data Mining

3.1 Overview

The enormous collections of data now available by
numerous organizations render the need for auto-
matic methods of intelligent data analysis impera-
tive. The framework that describes all the necessary
steps involved in the process of knowledge extraction
from databases is referred to as Knowledge Discovery
in Databases (KDD). KDD is the process of identify-
ing valid, novel, potentially useful, and ultimately un-
derstandable structures in data [Fay98]. In the above
definition, data is the set of facts in the database, and
structure refers to either a parsimonious description
of a subset of the data, or a model representing the
source that generated the data. The KDD process is
comprised of many steps which involve data prepa-
ration, search for structures, knowledge evaluation,
refinement, and consolidation with the existing ex-
pert knowledge. The term data mining refers to only
one of the aforementioned steps. It is the step in the
KDD process that, under acceptable computational

efficiency limitations and selective evaluation criteria,
enumerates structures over the data.

In the next section we will focus on the literature
of association rule mining, since it is the topic that
propelled a great deal of work in the database com-
munity. For a more complete discussion of the data
mining techniques the interested reader should refer
to a survey of the area [CHY96].

3.2 Association Rules Mining

Mining association rules is one form of data mining
that attracted a lot of attention during the last years.
It is essentially the search for dependencies which
hold among items in a large dataset. The problem
was first formulated by Agrawal et al. [AIS93]. Let
I= {i1,i5,...,im} be a set of items, and D a set
of transactions, where each transaction 7" in D is a
subset of 7. Let X,Y be sets of items. A transaction
T contains X if and only if X C T'. An association
rule is an implication of the form X — V (if X then
Y), where X CZ,Y CZ and XNY = §§. Each rule is
associated with two figures. The confidence ¢, which
is the percentage of transactions in I containing X
that also contain Y, and the support s, which is the
percentage of transactions in D that contain X UY.

The association rule mining algorithms decompose
the problem into two phases. First, they find all the
sets of items (itemsets) that have transaction support
above minimum support. These itemsets are called
frequent 1temsets. Second, they use the frequent
itemsets to derive the association rules that hold on
the database. Note that it 1s the first step that domi-
nates the total execution time, and especially its early
stages. The first algorithm that efficiently computed
association rules from large data sets is APRIORI
[AS94]. Apriori makes consecutive passes over the
data. In the k-th pass it constructs the candidate
set Cy of frequent items k-itemset. These itemsets
have cardinality &, and are derived from the frequent
itemsets of the previous pass, since any subset of a
frequent itemset is frequent as well (the very first
pass determines C1). Then, the algorithm calculates
the support of the items in C} to determine which
of them have minimum support. The ones that are
above the threshold form the frequent itemset Ly,
which 1s the basis for producing Cy41. This process
stops when no new frequent itemsets are discovered.
In order to generate Cyy1, Apriori uses Ly. It first
joins Lj with itself, and then prunes these itemsets
¢ € Cgky1 that contain a k-subset not belonging in
L. The APRIORITID algorithm [AS94] tries to
reduce the database passes, by computing in mem-
ory all the frequent itemsets L; for ¢ > 1 after the
initial pass. At the end, one more pass 1s required
in order to determine which of the produced item-
sets are actually frequent. This approach though, is
only feasible when all the intermediate results fit in
memory.

Several variations of the above algorithms try
to minimize the required 1/O operations. These



include Direct Hashing and Pruning [PCY95], the
PARTITION algorithm [SON95], a technique in-
corporating sampling [Toi96], and the Dynamic Item-
set Counting algorithm [BMUT97]. The association
rule mining algorithms were also extended in differ-
ent ways. APRIORI was generalized to take into
account the hierarchies that are present on items
[SA95], while another extension of the algorithm al-
lowed for the discovery of frequent sequential pat-
terns [AS95] [SA96], where the order of transactions
is taken into account as well.

3.3 Interestingness of Rules

Knowledge discovery tries to solve the problem of
data analysis by identifying interesting patterns in
huge collections of data. Essentially, this is a process
of reducing and condensing the knowledge implicit
in the data, so that the effort of the analyst is allevi-
ated. Nevertheless, discovery systems are generating
a wealth of patterns, most of which are of no inter-
est to the user [FPSM91]. Therefore, a measure that
captures the amount of information that a discovered
pattern conveys is essential.

Measures of this kind are termed measures of in-
terestingness, and can be classified into objective and
subjective [ST96b]. The objective measures of inter-
estingness appraise a pattern in terms of its structure
and the underlying data used in the discovery pro-
cess. Examples of such a measure are the support
and confidence thresholds [ATIS93], which are exten-
sively used in association rule mining. These mea-
sures are defined over a rule X — Y as functions
of the probabilities p(X), p(Y), and p(X AY). Ob-
jective measures can substantially reduce the num-
ber of produced patterns, and only report the most
“strong” ones. However, it is often the case that
these measures of interestingness do not capture all
the complexities of the pattern discovery process. A
reported pattern may correspond to prior knowledge
or expectations. It may refer to uninteresting at-
tributes or attribute combinations. It may also be
redundant if it is similar to or contained in another
pattern. Thus, the analyst has to go through a large
number of results, only a small subset of which is of
real interest to her. The subjective measures of inter-
estingness try to remedy this situation. They do not
depend solely on the data they operate on, but also
on the user who examines the patterns. The prior
knowledge of the user is incorporated in the discov-
ery process, and only the patterns that are interesting
to the specific user are reported.

In the following paragraphs we will focus on sub-
jective measures of interestingness. We will review
some of the existing approaches for uncovering inter-
esting rules, which can be classified in two categories.
The template-based techniques require explicit input
from the analyst, while the model-based methods are
only loosely-coupled to user input.

3.3.1 Template-Based Rule Discovery

One way of making sure that the system captures
and reports patterns that are interesting to the user,
i1s to instruct the system what to look for prior to
the discovery process. Klemettinen et al. [KMR194]
propose the use of rule templates. Rule templates
are expressions of the form A3 A ... A Ay — Arp
which describe a set of rules (that are of interest to
the analyst), by specifying what attributes occur in
the antecedent and what attribute is the consequent.
The attributes can be classified in a class hierarchy
by the user. Then, each A; in the above template
may be instantiated to either an attribute name, a
class name C', or an expression C'+ or C'+'. The user
can explicitly specify both what is interesting, inclu-
sive templates, and what is not, exclusive templates.
Then the system reports only the rules that match
the inclusive templates after having filtered out the
rules that match the exclusive templates.

Padmanabhan and Tuzhilin [PT98] discuss a
belief-driven method for discovering unexpected pat-
terns (expressed as rules). The method considers
rules and beliefs of the form X — A, where X is
a conjunction of atomic conditions and A is a single
atomic condition. The rules are automatically pro-
duced by investigating the database, while the beliefs
are provided by the analyst. The system associates
with each rule measures of support and confidence,
in order to identify the strong rules. Among those,
only the unexpected ones are reported. Rule A — B
is unexpected (or interesting) with respect to belief
X — Y on the dataset D if three conditions hold:
first, the statement BAY evaluates to FALSE (i.e.,
B and Y logically contradict each other); second,
the statement A A X is supported by the facts in
the database; and third, the rule A A X — B holds.
Then, the rule A — B is unexpected since the rule
AN X — =Y also holds, which is opposite to the
user’s belief.

Related to the above work is the framework de-
scribed by Liu et al. [LHC97]. The proposed system
works in the following way. First, a decision tree clas-
sifier partitions the tuples of the database into a set
of distinct classes. Each of the partitions can be ex-
pressed as a rule of the form P/ A...AP. — C, where
P; is a condition on an attribute of the database,
and C one of the (known) classes. Second, the user
provides a set of rules that expects to hold in the
database. Then, the tuples specified by the user rules
are classified as conforming and unexpected accord-
ing to the initial classification. In the final step, the
decision tree classifier produces rules that describe
the conforming and the unexpected tuples. At the
end of the procedure the system not only informs the
user on the validity of the rules, but also provides

IThe symbol “+” denotes one or more repetitions, and the
symbol “*" zero or more.



the user with a characterization of the conforming
and unexpected tuples.

The Data-Monitoring and Discovery-Triggering
(DMDT) paradigm [ST96a] is a framework that sup-
ports the user involvement in the discovery process
through the use of templates. A similar approach,
in that the mining procedure is viewed as an inter-
active process with the user being an active partici-
pant, is proposed in other studies as well [TUA+98]
[NLHP98]. However, the main focus of these studies
is the efficient integration of association rules mining
in database management systems. Such techniques
will allow the analyst to pose focused mining queries
in the database, receive fast indicative answers, and
then refine the queries according to the new results.
However, 1t is the user that has to direct the sys-
tem 1n the discovery process, which can be extremely
cumbersome and ineffective for large datasets. The
model-based rule discovery systems described in the
next section try to remedy this problem.

3.3.2 Model-Based Rule Discovery

In model-based rule discovery the user is no longer
required to explicitly state which patterns are inter-
esting. Rather, it 1s the knowledge extraction system
that builds a model of the data, and based on that de-
cides what would be interesting enough to report to
the analyst. The premise 1s that the model captures
the general trends of the data. Then, the portions of
the data that do not follow these trends are deemed
interesting. (As we will see later, the system may
need some input from the user, but this would be
minimal compared to the template-based approach).

Silberschatz and Tuzhilin [ST96b] propose sub-
Jjective measures of interestingness which, unlike the
template-based case, are domain independent. The
interestingness of some pattern is defined as its dis-
tance from the set of beliefs (in some appropriate
space). The more a pattern deviates from the belief
system, the more interesting it is. The system may
encompass beliefs of two types:

Hard Beliefs. These express the constraints of the
domain under consideration. They cannot be
changed, and if some data contradicts those be-
liefs this data is automatically termed interest-
ing (i.e., the data may be wrong).

Soft Beliefs. These are beliefs that the user is will-
ing to change with new evidence. In order to ap-
preciate soft beliefs, we assign a degree to each
of them, that specifies how strongly we believe
in it.

Note, that hard beliefs are subjective since not ev-
eryone would agree as to which are the implicit con-
straints of each domain.

Formally, the interestingness of a pattern E rela-
tive to (soft) belief system B, containing beliefs oy,

and previous evidence £ is defined as I(F, B,§) =
Y wep Wild(ei B, &) — d(a;[€)], where d(-) is the de-
gree of belief, w; is the weight of belief «; and
Za,eB w; = 1. This definition measures by how
many degrees the beliefs in B changed as a result
of a new pattern /. The above measure can also be
used for belief-driven discovery systems in the follow-
ing way. Let D be a database, and § D some new data
that is added to D. If there i1s a belief o in B such
that d(«|dD, D) # d(«|D), then there exists a pat-
tern F in 6D such that I(F, B, D) # 0. Therefore,
such an event could trigger the discovery process for
the interesting patterns contained in §D. This tech-
nique can be incorporated in systems like the DMDT
[ST96a] described previously.

Now, the problem is one of defining in mathemat-
ical terms the degree of soft beliefs. In the Bayesian
approach, the degree of a belief a, d(a|f), is de-
fined as the conditional probability P(alé) that o
holds given some previous evidence &. Given new ev-
idence E we evaluate the new degree of belief in «,
d(a|E,€) = P(a|E,£), using Bayes rule.

In the statistical approach, a belief is expressed
as a statistical hypothesis. For example, the belief
“women and men receive equal grades in courses” can
be formulated as the null hypothesis Hy : iy = fim,
where p,, and p,, are the average grades of women
and men respectively. Then, the degree of belief is
defined as the significance level for which the null
hypothesis test is accepted. However, the statistical
approach can only accommodate some of the beliefs
(e.g., the belief “women receive better grades than
men” cannot be tested in this way), which makes it
impractical for the general case.

Chakrabarti et al. [CSD98] propose a method for
mining surprising patterns. The study focuses on the
analysis of inter-item correlations along time. The
measure of interest is based on the number of bits
needed to encode an itemset sequence using some
model. The data is an ordered (by time) sequence
of baskets, associated with a set of &k items. Each
basket contains one of the 2% possible subsets of the
k items in it. Thus, a basket can be viewed as the
outcome of tossing a 2% sided coin. The entire se-
quence of data is encoded according to a model M
which 1s assumed to hold on the data. Then, the code
length associated with the encoding of the data & is
L(M) + L(Z|M) bits. Note, that since the model M
is specifically chosen for the data &, L(Z) > L(Z|M).
This way the problem of overfitting is avoided, be-
cause the procedure that minimizes the code length
takes into account the length of the model as well
(which is embedded in the code length expression).

The algorithm proceeds as follows. First, it seg-
ments the dataset in such a way that each segment
can be associated with a different random process
generating the data therein. Then, a different model
is built for each segment. The model describes the
data by taking into account the counts of each item
appearing in the sequence, and computing the prob-



ability that it appears in the basket along with the
rest of the items. At this point we have a code length
corresponding to each itemset (the number of bits re-
quired to represent the model and the data). Since
we wish to be able to compare itemsets of different
lengths, we need to have one more code length to
use as the base line. This is achieved by computing
another model over the data (using the same segmen-
tation). In the second model we incorporate a param-
eter @, that accounts for the difference between the
estimated and the actual parameters of the model.
(The @ parameter is the same for the entire sequence
of data, hence, it cannot be used to derive exact esti-
mates). Then, the most interesting itemsets are those
that rank high in the ratio or difference of the two
aforementioned models.

Jermaine and Miller [JM99] study the problem
of concise representation of large multidimensional
datasets. The solution involves focusing on the in-
teresting or unexpected subsets of the database, and
allowing more bits for their representation. A part of
the dataset is termed unexpected if it deviates from
the assumption of attribute independence.

The proposed algorithm incrementally builds a
model for the data, which captures the unexpected
regions. It begins with the assumption that all the
attributes are independent. Then, the data space 1s
partitioned into disjoint hyper-rectangular regions in
such a way that within each new region we are as
close to the attribute independence assumption as
possible. A parameter ¢ measures the deviation from
independence. The result is a minimal ¢t-ezpected par-
titioning of the dataset, which means that there are
no partitions with more than ¢ units away from inde-
pendence. It is minimal in the sense that we cannot
find another partition of the dataset with fewer re-
gions. Due to the inherent complexity of the problem,
the algorithm actually finds only an approximation
of the minimal t-expected partition, using heuristics.
However, the authors claim that even a poor approxi-
mation is still a useful description of the irregularities
of the dataset.

3.4 Deviation Detection

An interesting category of unexpected patterns form
the deviants or outliers. An outlier is “an observation
that appears to deviate markedly from other mem-
bers of the sample in which it occurs” [BL94]. This
fact may raise suspicions that the specific observation
was generated by a different mechanism than the rest
of the data. This mechanism may be an erroneous
procedure of data measurement and collection, or an
inherent variability in the domain of the data under
inspection. Nevertheless, in both cases such observa-
tions are interesting, and the analyst would like to
know about them.

There is extensive literature in the statistics com-
munity regarding outlier detection [BL94]. Yet, this
work 1s not directly applicable to databases since it

pre-supposes that the user knows the distribution
which generated the data. Based on this knowledge,
statistical tests can examine the probability that the
given distribution produced the data point under
consideration, and accordingly accept it or reject it.
The problem is that in the vast majority of cases the
distributions that produced the data are unknown,
and extremely hard to estimate. In some cases we
may inherently not be able to model the data with
some distribution (e.g., in a database with mixed nu-
meric and text values). Moreover, when dealing with
large collections of data we need efficient algorithms
that are fast and scale linearly or near-linearly with
the dataset size. Thus, other methods for outlier de-
tection are necessary. In the following paragraphs
we will discuss some of the techniques used in the
database community.

3.4.1 Detecting Deviants In Databases

The problem of finding outliers in large, multidimen-
sional datasets is studied by Knorr and Ng [KN98].
They introduce the notion of distance-based outliers
DB(p, D) which are defined as follows. An object O
in a dataset T is a DB(p, D)-outlier if at least a frac-
tion p of the objects in T lies further than distance D
from O. The above definition is a generalization of
the notion of outliers supported by statistical outlier
tests for standard distributions. The advantage is
that this approach does not require any prior knowl-
edge of the underlying data distribution, but rather
uses the intuitive explanation that an outlier is an
observation that is sufficiently far from most other
observations in the database. However, it does not
provide a ranking for the outliers, which may be use-
ful in some cases.

The study describes three algorithms, which re-
quire the user to specify the parameters p and D.
Note that a suitable value for D can only be de-
termined through experimentation. The first algo-
rithm is a simple nested loop algorithm, whose com-
plexity is linear on the number of dimensions &, but
quadratic on the size of the dataset N. The sec-
ond algorithm operates on in-memory datasets, pro-
viding complexity linear on N, but exponential on
k. The third algorithm works with disk-resident
datasets, and guarantees no more than three passes
over the entire database. Nevertheless, the exponen-
tial growth of complexity on the dimensionality ren-
ders this approach viable only on low dimensional
datasets.

In subsequent work [KN99] the algorithms are ex-
tended to discover outliers in lower dimensionality
subspaces of the data as well. The definition of out-
liers is augmented by the characterizations strong
and weak. An outlier O in the attribute space Ap
i1s strong if there are no outliers in any subspace
B C Ap. Otherwise O is termed a weak outlier.

The aforementioned technique is close to the
template-based methods discussed in a previous sec-



tion. An example of the model-based approach is
the technique described by Arning et al. [AAR96],
which identifies ezceptions (set of tuples) among the
tuples of a large database. In a database with a set of
items 7, an exception set [; is the subset of items that
contributes the most to the dissimilarity of 7. The
goal is to find the exception set [; with the smallest
cardinality.

The proposed algorithm uses a dissimilarity func-
tion D(I,), that measures the degree of relevance of
the items in I;. It may be any function that returns
a low value if the elements in I, are similar to each
other, and a high value otherwise. An example of
such a function for numerical data is the variance.
Obviously, the challenge is to devise a function that
will effectively capture the notion of similarity, and
at the same time be computationally efficient. Nev-
ertheless, it is not obvious what the choice of function
D(-) should be in various domains, and which class
of functions can capture local phenomena as opposed
to global. This point is important, since in the latter
case we will end up identifying merely the extreme
points of the dataset.

4 Approximate Query Answer-
ing

4.1 Overview

The rapid growth in size of databases outpaces the
technological advances which allow fast disk access
and data processing. This results in degradation
of performance. One of the most efficient ways to
remedy this situation is data reduction. Data reduc-
tion techniques are analogous to lossy compression
schemes. They try to summarize huge collections of
data using only small amounts of storage space. The
summaries are supposed to capture the intricacies of
the dataset, and be able to provide estimations about
the actual data. In approximate answering we are
willing to sacrifice some of the accuracy for the sake
of faster response times and reduced storage require-
ments.

In this section we examine the relationship be-
tween summarization and data mining. Then, we re-
view some of the work relevant to approximate query
answering. The focus will be on histogram tech-
niques, which have attracted a lot of attention and
are widely used. A more elaborate discussion of the
summarization and approximation methods available
can be found elsewhere [BDF*97].

4.2 The Relationship to Data Mining

Before attempting to establish the connection be-
tween data mining and data reduction, it would be
useful to answer another question first: 1s data sum-
marization related to approximate query answering?
The answer to this question 1s affirmative. Indeed,
there are a number of summarization techniques that

The original data. Data mining step:
fit a model to the

data.

(a) (b)

A

Approximation step:
answer queries using
the model.

(c) (d)

Figure 4: From data mining to approximate query
answering.

Summarization step:
keep only the model.

can also be used to produce estimates of the actual
data [BDF197]. Though, we do not argue that every
data reduction method can be used for approximate
query answering. For the rest of this discussion we
will consider the methods that belong to the inter-
section.

The role of data mining is to discover general pat-
terns that describe the data. (We will ignore the fact
that sometimes we are only interested in a small sub-
set of those patterns). These patterns may have the
form of rules, or some model. Each of the generated
patterns represents a subset of the raw data. Actu-
ally, 1t is exactly because there are many instances in
the data supporting a pattern, that it gets generated.
Therefore, the above procedure may be viewed as
a means to data summarization [FPSM91] [Man99].
An even stronger statement is that data mining, or
data reduction, may be regarded as learning [JM99].

Apparently, it is not clear as to what falls in each
category, and under which conditions some method
may be classified to one or more of the functional-
ity classes described above. Nevertheless, we argue
that in some circumstances we can use a technique to
achieve both goals of knowledge extraction and data
reduction (or data estimation). An example that il-
lustrates the above point is depicted in Figure 4. In
this example, a two-dimensional dataset exhibits a
correlation between the two attributes. We may use
a data mining technique to identify this pattern and
produce a corresponding model (Figure 4.b). Then,
the derived model can be regarded as a concise sum-
mary of all the data points in the dataset (Figure 4.c),
allowing us to save space by storing only the model



of the data. Finally, the same model can be used for
approximate query answering (Figure 4.d). That is,
to estimate the value of one attribute given the value
of the other in the absence of the real data.

4.3 Approximation in Databases

Histograms approximate the data in one or more at-
tributes of a relation by grouping attribute values
into buckets, and approximating the real attribute
values (or frequencies) in the data based on summary
statistics maintained in each bucket. The mathe-
matic formulation of the problem is as follows. Let
D be the (finite) domain of an attribute X in re-
lation R, and the value set ¥V C D be the set of
values of X actually present in R. We write V as
V=A{v;: 1 <i< M}, where v; < v; for ¢ < j. The
set V can be represented as an M-long vector V. We
will refer to any sequence of contiguous elements of V'
as a segment. We want to construct a summary vec-
tor H by selecting B < M non-overlapping segments
(buckets) that together include every element in V.
We also provide a reconstruction function R(-) that
approximates vector V' (of length M) from vector H
(of length B < M), and an error function E(-) that
measures the distance between V and R(H). The
challenge is to find the vector H of length B which
minimizes F(H), given the initial vector V.

Several types of histograms have been suggested
in the literature. Among those are the equi-width
and equi-depth histograms. Equi-width histograms
choose bucket boundaries in such a way that all
bucket ranges are equal, and equi-depth ones guar-
antee that the total number of tuples mapped to
each bucket is the same for all buckets. More re-
cently, new types of histograms proved to perform
better [PTHS96]. These are: mazxdiff, which places
the B — 1 bucket boundaries between the v; values
with the B — 1 maximum differences; v-optimal, that
minimizes the variance of the values in each bucket;
and compressed, which dedicates an entire bucket to
each one of the K highest values in V| and organizes
the rest B — K buckets so that all of them have the
same total sum of values.

Note that all of the above approaches do not
directly address the problem of minimizing F(H),
but rather provide approximations. Jagadish et al.
[JKM198] describe an algorithm that finds the op-
timal solution in time quadratic in M and linear in
B. This 1s achieved using a dynamic programming
algorithm that recursively finds for each segment the
optimal split point (i.e., the point that minimizes
the overall F(H)). The same algorithm can be aug-
mented to provide quality guarantees on the maxi-
mum error of the estimations.

A subsequent study [JKM99] uses the above al-
gorithm for deviation detection in time series. The
main idea comes from the information theoretic prin-
ciple of representation length. Deviants are termed
the points whose removal of the sequence causes the

largest reduction in the representation cost of the se-
ries.

The algorithm employs histograms for the repre-
sentation of the time series V. Then, the problem
is to find the points that once removed will decrease
E(H) the most. Note that when we remove a data
point from V we decrease the number of buckets by
one to account for the separate storage required for
it. It turns out that the aforementioned dynamic
programming algorithm can be adapted to solve this
problem, albeit, in time quadratic to the size of the
dataset. The advantage of this approach is that it can
effectively capture deviant points in local contexts,
that is in relation to their neighbours, as well as in
the global aspect. It 1s also interesting to note that
the above technique (storing the deviant points in
separate buckets) leads to more accurate histograms
for the same storage space.

Matias et al. [MVW98] propose the use of a mul-
tiresolution wavelet decomposition technique to ap-
proximate a data distribution. The (Haar) wavelet
transform takes as input a signal X = {aq,...,2,},
and computes the averages and pairwise differences
of all the pairs (#2;, £241). Then, it recursively re-
places each pair of points with their average value,
and keeps the differences (along with the index of
the point position) which are the coefficients of the
transformed signal. In order to get the signal back,
we only need the very last point value (where the
recursion stopped), and the resulting coefficients. Tt
turns out that we can disregard any coefficients with
sufficiently small magnitude at the cost of incurring
a small error.

For a given storage space, the algorithm has to
decide which m coefficients to keep for the represen-
tation of the original data. The study describes a set
of greedy heuristics for this task. The complexity of
the algorithm is linear in |D| (since the transforma-
tion requires padding all points in D —V with zeroes).
This is approximately the cost of answering queries as
well (assuming m << |D|). The experimental eval-
uation shows that this method performs better than
mazxdiff histograms in the general case. However, a
more elaborate comparison among the different ap-
proaches is necessary.

Faloutsos et al. [FJS97] investigate a problem rele-
vant to the histogram techniques. Histograms can be
viewed as a summarized representation of the data.
This study describes a method for estimating the
original detailed data from the stored summary. Ob-
viously, the problem is under-specified. One way of
making up for the missing equations is to assume uni-
formity of values. However, the study shows that this
assumption leads to poor estimates of the real values.
Instead, the authors propose the technique of linear
reqularization which essentially tends to smoothen
the distributions it approximates. In other words,
adjacent values in the solution will only have a small
difference. Experiments show that this is a valid as-



sumption for many datasets and results in better es-
timates. The algorithm has complexity linear in the
size of the dataset. However, 1t does not scale up to
many dimensions.

4.4 Approximation in Data Cubes

The problem of providing approximate answers for
data cube structures has not been addressed suffi-
ciently yet. The two methods outlined in the fol-
lowing paragraphs are merely extensions of previous
approaches to many dimensions.

Poosala and Ganti [PG99] propose the use of the
MHIST multidimensional histograms [P197], which
are the multidimensional version of mazdiff. The
MHIST histogram starts by considering the whole
data space as a single bucket. Then, it splits along
the dimension whose 1-dimensional aggregate distri-
bution contains the two adjacent points with maxi-
mum difference. The algorithm exploits the lattice
structure of a data cube, and constructs histograms
for only a subset of the cuboids (the rest are approxi-
mated using the computed histograms). The solution
is based on a greedy heuristic, and runs in time expo-
nential to the number of attributes in the data cube.

The wavelet transform extends naturally in many
dimensions, and is the approach explored by Vitter et
al. [VWI99]. When considering multiple dimensions,
the wavelet transform is applied on all dimensions in
a sequential manner (i.e., one dimension at a time).
The complexity of the algorithm is quasi-linear in the
total number of cells of the data cube, and there is
an additional cost for answering queries, which de-
pends on the cardinality of the dimensions involved
in the query. Recently, this approach was extended
to accommodate sparse data cubes [VW99].

The experimental results of the above two meth-
ods are not comparable, because different error mea-
sures are used in the studies. Once again, extensive
studies should be performed in order to evaluate the
different approaches.

5 Data Mining in Data Cubes

5.1

The OLAP paradigm was introduced as an efficient
and effective means to data exploration [CCS93].
The premise was that the multidimensional view of
the data along with the flexibility of the data cube
operator would constitute a viable solution for the
decision support problem. However, the sheer size
of data cubes renders the task of intelligent analysis
formidable. This fact merely transposed the prob-
lem of having to study a wealth of information from
the bottom layer databases to the decision support
OLAP cubes. Hence, the need is now becoming ap-
parent for intelligent analysis of data cubes as well.
Data mining is the research area that has the po-
tential to address the above need. Numerous tech-
niques have already been proposed for knowledge ex-
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traction, and many lessons have been learnt during
this process. Nevertheless, there is still very little
work done in the specific area of data mining in data
cubes. This is due partly to the fact that OLAP
technology is a new area which is not well defined
yet, and also to the fact that most of the attention is
naturally directed towards raw databases where the
need for analysis is more pressing.

5.2 The General Case

The intersection of data mining and OLAP is ex-
tensively discussed by Han [Han97]. The author de-
scribes the DBMiner application which integrates
OLAP technology with data mining techniques. Al-
gorithms for performing characterization, classifica-
tion, clustering, and association rule mining are em-
bedded in the OLAP sub-system of DBMiner.

Such a system is useful [ZXH98], and a wide range
of applications can benefit from it. Nevertheless, one
would expect that all the preprocessing steps and the
specialized structure of data cubes could be employed
in a more involved way. That is, we should be able to
identify patterns in the data that could not possibly
be discovered from the same data in raw format (i.e.,
not organized in a data cube). In the next section we
discuss an approach that follows the aforementioned
path.

5.3 Detecting Deviants In Data

Cubes

Sarawagi et al. [SAM98] investigate the problem
of identifying outliers in data cubes. The current
practice in OLAP systems is to facilitate hypothesis-
driven exploration of data cubes, where the analyst
tries to find interesting information by simply using
the data cube operators. This study proposes in-
stead the discovery-driven exploration paradigm. In
this environment it 1s the system that recommends to
the user potentially interesting paths of exploration
in the data cube.

The algorithm mines the data for exceptions, and
summarizes the results at different levels of the hi-
erarchy. Exceptions are termed the cell values (of
any aggregation level) that differ significantly from
the anticipated value calculated using a model that
takes into account all the aggregates in which the
value participates. Clearly, this is a model-based ap-
proach as presented in Section 3.3. The model used
in this study is similar to table analysis methods used
in the statistics community, and has the advantage
of taking into account all the dimensions in which a
value belongs in order to characterize it.

Experiments with real datasets exhibit the flex-
ibility of the algorithm in identifying outliers. Fur-
thermore, the algorithm is transformed so that it can
be incorporated in the computation of the datacube.
This is crucial, since the complexity of the algorithm
is prohibitive otherwise. Even then, the overhead



introduced by the computation of the model is sig-
nificant (up to more than 100%). Note that this
approach requires that the whole datacube be com-
puted, which 1s not a common practice, especially
for large datasets. Moreover, the algorithm cannot
update the model when new data arrive.

A subsequent study [Sar99] describes a method
that produces an informed explanation for drops or
increases that are observed in the data. More specif-
ically, the DIFF operator is introduced, which ex-
plores the reasons for which a certain aggregated
quantity is lower or higher in one cell compared to
another. The reasons are expressed in the form of
other cell values, belonging to aggregation levels of
finer detail, that are most responsible for the differ-
ence under investigation. The challenge here is to
not simply report all (or even the largest) changes in
the detailed data, but rather provide a concise expla-
nation. The former approach would either produce
too many results or account for a small portion of
the difference, while the latter has a high informa-
tion content because it summarizes rows describing
similar changes.

The problem is formulated in information theo-
retic terms as follows. A sender has a cube C} and
wants to transmit it to a receiver who already knows
about cube Cj. In addition, the receiver has a sum-
mary A of N values, that describes the differences
of the cubes. Then, the objective is to find the A
(i.e., determine which N tuples to choose) which min-
imizes the amount of additional information that the
receiver has to get in order to reconstruct C} with-
out errors. The solution is based on a dynamic pro-
gramming algorithm which scales linearly with the
parameters of the problem.

6 Challenging Directions

As we discussed earlier, the problem of knowledge
extraction in data cubes becomes more and more im-
portant as the amount of information that is stored
therein increases. The OLAP system should have
the ability to automate or guide the decision sup-
port process, by providing insight into the data. The
aforementioned goal can be achieved in various ways,
some of which we described in the last section.
Evidently, the data mining techniques have a sub-
stantial role to play in the advantage of decision sup-
port systems. They can operate on large collections
of data, and they have the ability to identify patterns
and build succinct models to describe the data. The
patterns reveal key characteristics of the processes
that produce the data, and the models capture the
major trends and correlations. These models, apart
from giving precious information on the way the data
is organized, can also be used to achieve summariza-
tion and approximation, delivering multiple benefits
to the user. As we presented in this study, data min-
ing and data summarization techniques can interact

in order to determine the portion of the dataset that
is worth storing. In some cases the above proce-
dure maintains (or can be instrumented to maintain)
enough information to enable approximate query an-
swering. This can be a valuable by-product of data
mining, especially when considering the need for stor-
ing large datasets and for providing fast answers.

It must be noted though, that the mining tech-
niques have to evolve in order to be maximally benefi-
cial in the new environment. They need to adapt, and
accommodate the specific characteristics of OLAP
systems, such as the multidimensional and hierarchi-
cal structure of data cubes. That means they should
take into account and efficiently process numerous
different subsets of dimensions, so as to uncover
knowledge hidden in various subcubes of the original
data cube. Furthermore, the algorithms should be
able to produce answers at different granularities, fol-
lowing the hierarchies imposed on the dataset. Then,
the user might choose the level of detail of the an-
swer, paying the corresponding cost in computation
time and effort. It is an interesting research direction
to investigate how the traditional mining techniques
fit in this new environment, and what are the new
opportunities for data mining.

Last but not least, we believe that measures of in-
terestingness are an essential ingredient for successful
mining. Either explicitly determined by the user, or
automatically recognized by the system, they help
to focus the discovery process on new, unexpected
knowledge. They can also be combined with data re-
duction techniques in order to evaluate the informa-
tion content of each piece of the data. The low-value
data can then be discarded, leaving only the relevant
and interesting subsets for further analysis.
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