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Abstract—A two-user discrete memoryless compound multiple W,
access channel with a common message and conferencing de —] Enc 1
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coders is considered. The capacity region is characterizeid the \l‘
special cases of physically degraded channels and uniditemal ( | ) C
cooperation, while achievable rate regions are provided fothe P2 %% 12
general case. The results are then extended to the correspding A4 WoW W
Gaussian model. In the Gaussian setup, the provided achiebk A >\ | e

auss . ) Enc 2 2 2 ™ Dec 2
rates are shown to lie within a fraction of one bit from
the boundary of the capacity region in several special cases
Numerical results are also provided to obtain insights abotithe
potential gains of decoder cooperation in the underlying mdel.  Fig. 1. A discrete-memoryless compound MAC with conferagailecoders
and common information (for short, CM).

5

. INTRODUCTION
Consider a communication system in which finite-capacity

directed links exist between either the encoders or the dg;4 a common message (see Fig. 1). This model generalizes
coders. This framework is widely studied in the informationhe setyp of a single-message broadcast (multicast) channe
theoretic literature to obtain insight into the potentia-a i conferencing decoders studied in 46] [9] in that
vantages of cooperative transmission or reception SiEEegpere we have two transmitters interested in broadcastieig th
Moreover, this system accurately models scenarios, tpi¢aessages to the conferencing receivers. The model also gen-
in wireless communications, in which the encoders or thg,jizes the compound MAC with common message studied
d_ecoders have multiple radio interfaqes providing orthrmj(_) in [4], by allowing conferencing among the decoders. The
signal paths between nearby terminals. Trf"s informatiogs,in contributions are the followingi)(The capacity region is
theoretic framework is usually referred to as “conferegtin yerived for the two-user discrete-memoryless compound MAC
emphasizing the possibly interactive nature of the COMMh 3 common message and conferencing decoders for the
nication over such links. Conferencing encoders in & tWQpecia| cases of physically degraded channels and unidirec
user mult|lple access channel (MAC) have been investigaigtha cooperation (Sec. IV)iij Achievable rate regions are

in [1], [3]" and for a two-user interference channel in [4lgien for the general model of Fig. 1 (Sec. Viji X Extension
These works show that conferencing encoders can create fieyhe Gaussian case is provided, establishing the capacity
pendence between the transmitted signals by coordinat®g fegion with unidirectional cooperation and deriving geter

transmission via the out-of-band links, thus mimicking thul 5chievable rates. Such achievable rates are also shown to be
antenna transmitters. Conferencing decoders have ins&d ;i 4 fraction of one bit of the capacity region in several
studied [6] - [9] for a broadcast channel and in [10] for §£ecial cases (Sec. VI). Finally, numerical results are als
relay channel. Such decoders can use the out-of-band inksdqrteq. n this paper, some results are stated withowtfpro
exchange side information about the received signals so asty)| treatment can be found in [17], which also considers a
mimic a multiantenna receiver (see also [11]). scenario with both conferencing encoders and decoders.

This work extends the state of the art described above byrq rest of the paper is organized as follows. The system
considering the compound MAC with conferencing deCOdeFﬁodel and the definitions are introduced in Section Il. Some
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1it is noted that a MAC with conferencing encoders can be seenspecial 2[8] also considers a broadcast channel with private messtgéhe two
case of a MAC with generalized feedback. users.



to characterization the of achievable rate regions for amel decode with functions in (3) by capitalizing on the exchahge
two-round conferencing. The Gaussian compound MAC wittobnferencing messages. Due to the orthogonality between th
conferencing decoders is explored in Section VI, in which main channel and the conferencing links, the two phases of
is shown that the schemes of Section V achieve all the ratesnsmission on one hand and conferencing/ decoding on the
within a fraction of one bit of the capacity region. Numeticaother can take place simultaneously in a pipelined fashion.
results for the Gaussian setting are also presented. Definition 2 A rate triplet Ry, R1, R2) is said to be
achievable for the CM channel with conferencing links with
IIl. SYSTEM MODEL AND MAIN DEFINITIONS capacities (12, C21) (see Fig. 1), if for any > 0 there exists

We consider the model illustrated in Fig. 1, which igor all n sufficiently large ar{(2"%0, 27%1 27%Ez2) n K) code
a discrete-memoryless compound MAC with conferencingith any K > 0 such that the probability of error at the two
decoders and common information (here, for short, weceivers satisfies
will refer to this channel as CM) and is denoted by 1
(Xl, Xg,p* (yl, y2|f£1, .1'2), Jil, yg) with input alphabetgﬁl, Xo P, = m
and output alphabetd,)>. Eachi-th encoder; = 1,2,

g,

(Y, VE) # 5
2 | A e e <

is interested in sending a private messd§e € W, = and the conferencing alphabets are such that
{1,2,...,2"%} of rate R; [bit/channel use] to both receivers, K K
and, in addition, there is a common messafjg € Wy = Vi ol < nC

' ' i 1Le] <nCig and » Vo | < nCo. 4)
{1,2,...,2nfo} of rate Ry to be delivered by both encoders to ;l | ;l |

both decoders. It is noted that the channel is memoryless aﬂg

time-invariant in that the conditional distribution of toatput < capacity regiorCoa (Ch, Ca) is the closure of the
. - set of all achievable ratesRk(, R, R2) in the presence of
symbols at any timg = 1,2, ..., n satisfies

conferencing links with capacitie€(2, Ca1).

1

AP
PY1,j,Y2,5127, 23,91 Ly, W) = pT (Y15, Y2421 5, 02,5)

I1l. PRELIMINARIES AND OUTER BOUND

with @ = [wo, w1, wa] € Wy x Wi x W, being a given triplet  Similarly to [4], it is useful to define the rate region

of messages. Notation-wise, we employ standard convemtianAc’i(p(u)jp(xl|u),p(x2|u)) for the MAC seen at the-th

(see, e.g., [12]), where the probability distributions deéined receiver { = 1,2) as the set of rates

by the arguments, upper-case letters represent random vari

ables and the corresponding lower-case letters represeint t Rarac,i(p(u), p(ei|u), p(rafu)) =

realizations, and superscripts identify the number of dasmp {(Ro,R1,R2):R; >0, j=0,1,2

to be included in a given vector, e.g " = [y1; - - “Y1,5-1)- Ry < I(X1;Y;|X,U),

It is .fmally noted that the channel defines to con(_jm_onal Ry < I(Xa; Yi| X1U),

marginalsp(y |z1, z2) = Zme% p*(y1,y2|71, 22) and simi-

larly for p(yz|z1,22). Further definitions are in order. Ry + Ry < I(X1 X3 Yi|U),
Definition 1 A ((2Fo, 27 9nF2) 5 K) code for the CM Ro+ Ri + Ry < I(X1X2;Y))},

channel consists of two encoding functions{1, 2) where the joint distribution of the involved variables isen

fii Wo x W; — X[, (1) by p(w)p(@1|u)p(xe|u)p(yilz1, v2).

) _ _ If C12 = Cq1 = 0, the capacity regiofcas(0,0) of the
a set of2K “conferencing” functions and corresponding outpugy is given by [4]:

alphabets); ;. (k = 1,2, ..., K):

guk: V1 X Vou X X Vo em1 = Vik (22) Con(0,0) =1 [) Rarac.i(p(w), p(1|u), plaz|u)
92.5° Vg X Vi1 X - X Vi1 — Vo, (2b) i=1,2
and decoding functions: = J{(Ro, R1,Ry): R; >0, j=0,1,2,

Rl S min{I(Xl;Y1|X2U), I(Xl,ng|X2U)}
R1+R2 §m1n{I(X1X2,Y1|U), I(XlXQ,}/Q|U)}

Notice that the conferencing functions (2) prescrihe .
. < : :
conferencing rounds between the decoders that start asasooh? T 1 Fo < mindI(X0 X5 V1), 1(X0 X Y2

the two decoders receive the entire blockiobutput symbols where the union is taken over all joint distributions that
y7 andyy. Each conference round, say thth, corresponds factorize asp(u)p(z1|w)p(z2|w)p*(y1, y2|T1, T2).

to a simultaneous and bidirectional exchange of message#t is remarked that no convex hull operation is necessary in
between the two decoders taken from the alphabelsand evaluatingCc (0, 0) as the region is convex [4] (see also [2],

Vs, Similarly to [1] and [14]. It is noted that other worksAppendix A).

have used slightly different definitions of conferencingmds We now derive an outer bound to the capacity region
[8], [6], [16]. After K conferencing rounds, the receiver€cy;(Ci2, Ca1) with conferencing at the decoders. To this end,

hyi: V" X Vo1 X --- X Vo i — Wy x Wi X Wa (3a)
hg:yngl,l><---><V17K—>W0><W1><W2. (3b)



it is useful to define the rate region achievable when the two V. GENERAL ACHIEVABLE RATES
receivers are allowed to fully cooperate (FC), thus eqeivy  achievable rates can be derived for the general CM channel,

forming a two-antenna receiver. In this case, we have:  eyiending the analysis of [8] from the broadcast settindiwit
Rarac,ro(p(w), p(ar|u), p(zz|u)) = one transmitter to the CM channel. Notice that [8] uses a
{(R(),Rl,RQ):Rj >0, j=0,1,2 different definition for the opergtion over the conferggcin
< . channels but this turns out to be immaterial for the achikvab
Ry < I(X13 11, Y2| X5, U), rates discussed below.
Ry < I(X2;Y1,Y2|Xy,U), Proposition 4:The following rate region is achievable with
Ry + Ry < I(X1, X2; Y1, Ya|U), one-round conferencing, i.ely = 1:
Ro + Ry + Re < I(X1, X0 Y1, Y2)} Ror(Ciz,Ca1) = | J{(Ro, R, Ra): R; >0, j=0,1,2,
where the joint distribution is of the form R, < min{I(Xl;Yl,YQ|X2, U),I(Xl;YQ,YﬂXQ, o),
p(u)p(@1|u)p(z2|u)p” (y1, y2|21, 2). (5) Ry < min{I(Xy; Y1, Y| X1, U), I(Xo; Yo, Y1|X1,U)},

Propositon 1 We have _CCM(Clg,C’Ql) S Ry + Ro < min{I(X1, Xo: Y1Ya|U), I( X1, Xa; Yo, V1|U)}
Com—-out(C12,C21) where (dropping the dependence on ) N N
p(u), p(x1|u), p(z2]u) to simplify the notation) Ro + Ry + Ry < min{I (X1, X311, Y2), I(X1, X2; Yo, Y1) }}

Com—out(Cr2,Ca1) = U{(RMAc,l + C12)N subject to
(Raracz +C21) N (Ryrac,re)t, Cha > I(Y1;Y1|Yz) (10a)
where union is taken over joint distributions of the form.(5) Cor > 1(Ya; Ya|V1) (10b)

Similarly to Coar(0,0), regionCeas—out (Cr2, Co1) can be
proved to be convex following [2], Appendix A.
Proof: Follows from cut-set arguments. ]

with |3AJZ-| < Y] + 1, and the union is taken over all joint
distributions that factorize as

IV. CAPACITY REGION WITH PHYSICALLY DEGRADED p(u)p(xr|w)p(xe|w)p™ (Y1, y2|z1, 22)p(G1|y1)p(Y2|y2)-

CHANNELS AND UNIDIRECTIONAL COOPERATION Proof: (Sketch): The proof follows similarly to Theo-

The next proposition establishes the capacity regiQm 3 in [8] and is thus only sketched here. A one-step
Cenmp(Ciz, Ox) for the CM channel with degraded outputSeonterence & = 1) is used. Encoding and transmission

Proposition 2 If the CM channel is physically degraded asy the transmitters are performed as for a MAC channel
(X1, X2) — Y1 — Y3, then the capacity region is obtained as,yitn common information (see proof of Proposition 2). Each

Comp(Ciz2,C21) = Conr—out(Cr2,0) receiver compresses its received signal by Wyner-Ziv quan-
tization exploiting the fact that the other receiver has its
:U{(RO, Ry, Rz): Rj >0, own correlated observation given by the correspondinguiutp

. ) . sequence. The compression indices are exchanged during
By < m%n{I(Xl’Ylle’U)’(Xl’yleQ’U)JrCm}’ the single conferencing round via symbols; and Vs ;.
Ry < min{/(X2;Y1|X1,U), [(X2;Y2|X1,U) + C12},  Decoding is then carried out at each receiver using joint
Ry + Ry < min{I (X1, Xo; Y1|U), (X1, Xo; Y2|U) + C12},.  typicality: For instance, receiver 1 looks for jointly typi

Ro+ Ry + Ry < min{I(X1, Xo: Y1), [(X1, X2, Y2) + 012}}, cal sequencegu” (wo), o (wo, wr), x5 (wo, w2), y1', §3) With
w; € W;, wheregh is the compressed version of the channel

Notice that here*(y1, ya|x1, 72) = p(y1|z1, 22)p(y2|y1) due output received by the second decoder. u
to degradedness. Remark 1 The one-round strategy of Proposition 4 does
Proof: See Appendix. m not subsume the scheme used in Proposition 2 and Propo-

Establishment of the capacity region is also possible in tisdion 3 to achieve capacity in the presence of physically
special case where only unidirectional cooperation isnath degraded channels and unidirectional cooperation. Simise t
that isC15 = 0 or Cy; = 0. This result is akin to [9] where latter scheme, as detailed in the Appendix, is also based on a
a broadcast channel with two receivers and unidirectionahe-round strategy (where only one of the conferencingslink
cooperation was considered. is used to convey partial information about the decisiorhef t

Proposition 3 In the case of unidirectional cooperatiorsending decoder), the rate region obtained as the convéx hul
(Ci2 = 0 or Cy; = 0), the capacity region is given by,of the unionRor(Ci2,C21) U Coar(0,Ca1) U Conr(Ci2,0)

respectively, is also achievable withK’ = 1 and generally includes
_ Ror(Cia, Ca1).
Com(0,C21) = Conr—out (0, C: 7 or(C12, 021 N
om(0, C1) cr—ou(0, On1) (7 Remark 2 In the one-round schemes of Proposition 2 and
Com(Ci2,0) = Conr—out(Ciz,0). (8) Proposition 3, one of the receivers decodes both messates on

Proof: Achievability follows from the scheme used in thefrom its received signal from the transmitters, and forvgard
proof of Proposition 2. The converse is immediate. B the bin indices over the conferencing link. We can consider



an alternative one-round scheme in which each receiver omlyo rounds of conferencing, i..ef = 2 3,

decodes one of the messages from its received signal and

forwards the bin index for the decoded message over the Rrr(Cia, Ca1) = COU{RTRJ? URTR21} (11)
conferencing link. Then each receiver decodes the ren@ininere

message from both the received signal and the bin index.

Ignoring the common messag&{ = 0), convex hull of Rrriz2 = {(Ro, R1, R2): R; >0, j=0,1,2,

the following rate region can be achieved by this one-round Ry < min{I(X1;Y1|X5,U) + Coy,

scheme, e.gk = 1. %
g‘K I(Xl;}/v?aY].'XQaU)}a

Rairrr(Cr2,C2) = U{(RlaRQ): R; >0, j=0,1,2, Ry < min{l(X2;¥1]X1, U) + Cou,
Ry <min{I(X1; Y1), I(X;;Y2|X2) + Cia}, I(X2; Y2, V1] X1, U)},
Ry < min{I(X5;Y2), [(X2; Y| X1) + Co1}, Ry + Ry < min{I(Xy, Xo; V1|U) + Co1,

I(X1, X2; Y2, 1|U)},
where the union is taken over all joint distributions that
factorize aQ)(xl)p(xg)p*(yl,yﬂxl,J:Q). RO + Rl + R2 < mln{I(Xl,XQ,Yl) + 0217
Now consider a special case in which the channel from .
the transmitters to receivers is composed of two links of I(Xy, X2 Y2, Y1)},
capacity C; from transmitteri to receiveri, i = 1,2. It is and Ry g o1 is similarly defined
possible to show that the capacity region of this specialset
is given by{(Rl,Rg):O < R < min{Cl,Clg},O < Ry < RTR,21 = {(R07R17R2): Rj >0, Jj= 0,1,2,
min{C>,C2; }}, and is achievable by the above scheme, in Ry < min{I(X1; Y1, Y| X, U),
which each receiver decodes the message of the transritter i
is connected to, and forwards it to the ot%ler receiver over th Ile’ Y21 X2,U) + Cr2},
conferencing link. We should note that the quantizatioredas Ry < min{l(X»; Y1, Y>2|X1,U),
protocols fail to achieve this capacity. I1(X1;Y2| X2, U) + Cr2},
The achievable scheme of Proposition 4 has one round of R+ Ry < min{I(Xl,Xg;Yl,f/glU),
conferencing. Below, we construct an examples for whicé thi [(X1: Ya| Xo, U) + C1o}
scheme fails to achieve the outer bound (6). 1 22122, 124
Example 1 Consider a symmetric scenario (i.e., flo + Ri+ R < min{l(Xy, Xa;Y7,Y2),

P (Y1, y2lw1, 22) = p (Y2, y1lw1, 22) = p*(y1,y2lw2,21) = I(X1; Y3 X2) + Cia}},
p*(y2,y1|x2,21)) with Ry = 0 and equal private rates )

R, — Ry, — R, and fix U equal to a constant without SUPject to

loss of generality (given the absence of a common Cha > I(Y1; V1|Y2) (13a)
message) and input distribution tp(zq)p(z2). We are 5

interested in finding the maximum achievable equal O 2 [(Ya; Y2 |V1) (13b)
rate Ry = R, = R. Assume that the conferencmgwith |j)\i| < |»| + 1, and the union is taken

EapaC|t|es salisfyCi, = H(Y1|Yy) = hl_LI(Y2|Y1) and guer g joint  distributions  that factorize as
G seen that the masimum equal fate 1 upper boundec?ab 2T D" (vl 52)p(in [ ()

1 : Proof: (Sketch): The proof is quite similar to Theorem 4
R < Row = EI(X1X2?Y1}_/2) by the outer bound (6)which in [8] so that here we only sketch the main points. Confer-
corresponds .to the maximurm equ.al rate ,Of a system W'gf'lcing takes place vi& = 2 rounds. Moreover, two possible
full cooperation at the receiver side. This bound can Rg jiegies are considered, hence the convex hull operiation
achieved if both receivers have access to both outpts (11 achieved by time-sharing. The achievable rate region
andYz. With the one-round strategy, sinc&, = H(Y1[Y2) " . can be obtained as follows. Receiver 2 randomly
receiver 1 can providé; to receiver 2 via Slepian-Wolf partifions the message set¥y,, W, and W, into 2n@0Cz,
compression, but receiver 2 cannot do the same with recei&aalcm and 2n2C12 subsets respectively, for a giver) <

1 since Cy; < H(Y1|Y2). Therefore, rateR,,: cannot be o < 1 and Z?:o a; = 1, as in the proof of Proposition

achievecli by such a strategy, which in fact attains equal razt.éE_ncoding and transmission are performed as for the MAC
Ror = §I(X1X2}Y1Y2) < Rout (recall (10)). _ channel with common information. Receiver 1 compresses

We now consider a second strategy that generalizes {€ received signal using Wyner-Ziv quantization as for the
previous one and is based on two rounds of conferenciggheme discussed in the proof of Proposition 4. This index is
(K = 2). As will be shown below, this strategy is able toent in the first conferencing round (notice thet ;| = nCi.

improve upon the one-round scheme, while still failing tg,q V21| = 0). Upon reception of the compression index
achieve the outer-bound (6) in the general case. '

Proposition 5:The following rate region is achievable with 3Notation “co” indicates the convex hull operation.



V1,1, receiver 2 proceeds to decoding via joint typicality and The outer bound of Proposition 1 can be extended to (14)
then sends the subset indices (see proof of Proposition 2)btousing standard arguments. In particular, the capadaifipne
receiver 1 viaV, o (now, [V1 2| = 0 and |V, 2| = nCs1). The over the Gaussian cmgM(clg, C5,) satisfies the following.
latter decoder performs joint-typicality decoding on thbsets ~ Proposition 6: We  have ch(cm, Cs1) C

of messages left undecided by its received channel outpet. 'IC%M_OM(CH, Cs1) Wwhere ch_out(cm, Cy) is the
rate regionRrr 21 is obtained similarly by simply swappingrate region of Proposition 1 as evaluated with a Gaussian

the role of decoder 1 and decoder 2. B joint distribution p(u)p(x1|u)p(x2|u) characterized by
Remgrk 3 An alternatlvg two-round strategy to .the one in X, = \/fPi’U n \/Fi’Vi, (15)

Proposition 5 may prescribe the use of Wyner-Ziv compres-
sion in both conferencing rounds. Specifically, after thetfirwith 0 < P! < P, i = 1,2, where isU, V; and V, are
conferencing round, each decoder, to elaborate say the filstiependent Gaussian zero-mean unit-power random vesiabl
can compress its received sequekigebased, not only oiy", The full expressions of the rate bounds can be derived from
but also conditionally on the knowledge of the sequeFige Proposition 1 and the discussion above, and are found in [17]
(clearly also known by the second decoder) received in the fiHere we note thaP; can be interpreted as the power that the
round. The achievable rate region of such scheme can bg easih transmitter invests in transmitting its own private sege.
obtained following similar considerations to those leadin Proof: The proof is based on showing that a joint Gaus-
Proposition 5 and is not explicitly given here. It is genbral sian distribution onl/, X; and X, exhausts the outer bound
not obvious whether such a strategy or the one of Propositigsyion of Proposition 1 when evaluated with input power
5 should be preferred, so that the convex hull of the uni@dnstraintsFZ[X?] < P;. This can be done following the steps
of the two regions is generally achievable and (possiblgf [3], where the proof is given for a single MAC channel
includes both regions. Another possibility would be to shakyith common information (see also [15]). ]
the conferencing capacity link in the second round betweenThe achievable rates in Proposition 4 (f&f = 1) and
binning of the messages (as in Proposition 5) and conditior&oposition 5 (for K = 2) can also be extended to the
Wyner-Ziv compression (as discussed in this Remark). BhisGaussian CM. In so doing, here we focus on jointly Gaussian
not further elaborated upon here. random variables (15) for the inpw{u)p (1 |u)p(x2|u) and
Example 1 (contd)To see the impact of the two-roundGaussian test channel$j; |y1) and p(g2|y2) for Wyner-Ziv
scheme, here we reconsider Example 1 discussed abovecimpression. Specifically, for the latter, we select théabdes
which the one-round scheme does not achieve the outer boustdhand ast; = Y; + Z,; where the compression noisg, ;
However, it can be seen that the two-round does indeed achigy zero-mean Gaussian with varianeg, and is independent
the outer bound. In fact, receiver 1 can provideo receiver 2 of Y;. Due to the constraints in (10), the compression noise
via Slepian-Wolf compression as for the one round case ewhilariancess? should satisfy:
receiver 2 does not send anything in the first conferencing 14 (02, 4 72) Py + (2, 4 12) Ps + K

round (Yg is a constant). Now, receiver 2 decodes and sends 42 > (16a)
the bin index of the decoded messages to receiver 1 in the (222 = 1)(1 + 75, P +73,1)

second conferencing round according to the two-roundegyat o2 > L+ (v +772) P+ (031 +93) P + K (16b)
discussed above (receiver 1 is silent in the second round). = — (2202 — 1)1+ P+ 95 P2)
SinceCy; > 2[(X1X2,1/2|Y1 by assumption, it can be seenith

from Proposition 5 that the maximum equal rate achieved by K 2 (y127991 — 711722) 2 P1 P 17)

the two round scheme iBrr = Rou:.
We finally remark that it is possible in principle to extend’he rate regions forX = 1 and K = 2 in the Gaussian
the achievable rate regions derived above to more than twd! then follow easily from Proposition 4 and Proposition 5,
conferencing rounds, following [6], [5]. While conceptlyal respectively, with the given choices for the random vasgalait
not difficult, description of the achievable rate region webu hand. Full expressions of the rate bounds can be found in [17]
require cumbersome notation and is thus omitted here.  Examples for special cases of interest are provided below.

A. Discussion
VI. GAUSSIAN CoMPOUND MAC ) ) )
Here we draw some conclusions on the optimality of the

Here we consider the Gaussian version of the CM channehe and two-round schemes discussed above for the Gaussian
CM. We start with the one-round scheme and notice that,
Yi=mXi+r21Xo+ 23 (14a) by comparison with the outer bound of Proposition 6, it can
Yy = v20Xo + y12.X1 + Zo, (14b) be easily seen that the scheme at hand is optimal in the
asymptotic regime of large conferencing capacitigs — oo
with channel gainsy;; > 0, white zero-mean unit-power and Cs; — oo. In fact, in such regime the quantization noise
Gaussian n0|se[Z} * , and per-symbol power constraintsvariances in (16) tend to zero, so that the performance ap-
E[X?] < P, i = 1,2. Notice that channel (14) is notproaches that of a system with full cooperation at the decode
physically degraded. side, which coincide with the outer bound of Proposition 6.



Further conclusions on the gap between the outer bound andhe proposition above is equivalent to saying that the total
the performance achievable with one round of conferendingrate loss of using one round of conferencing is less than
the decoders can be drawn in two special cases. Considerfr@l%g_*l ~ 0.293 bits. It should be pointed out that one

the case of a broadcast channel with conferencing encodeggind of conferencing at the encoders is also optimal in all

which is obtained by settingl, = R, = 0 and thusP, = 0 the cases where the capacity region is known [1], [4].
without loss of generality (a symmetric statement can be| ¢t ys now consider the two-round scheme. Since the rate

straightforwardly obtained foRy = R, = 0). In this case, We rggion achievable by this scheme subsumes that attainable
will show below that the one-round scheme achieves the oulgf,  — 1 (RS, (Cr2, Co1) D RY(Chz, Cay)), all the

bound of Proposition 6 to within half a bit, irrespective bét conclusions above on the one-round scheme also apply to
channel gains of the broadcast channel and the capacitie§if wo-round strategy. Moreover, it should be noted that th
the conferencmg_l_lnks. To elaborate_, we notice that th&out,o-round approach was defined as single-session in [16] and
bound of Proposition 6 for the special case at hand becomgsoyn therein to be optimal among several classes of multi-
Ry < Ry gt = min{C(v}, P1) + Con, (18) session protocols for a broadcast channel with cooperating

decoders. Finally, we can prove the following.
2 P, 2 2 P, - ] ) )
COP) + Caz, C((i1 +712) P1) Proposition 9: The two-round scheme is optimal fomni-

where we have definef(z) = 0.5log(1 + x)*, whereas the directional cooperation RS, (0,C21) = C&ys pui(0,C21)
rate achievable with one-round conferencing is and R:grR(Cl%O) = CgM_wt(Clz,o), thus establishing the
. ) V2, Py ) V2, Py capacity of the Gaussian CM for this special case.
Ri,0r = min {C (’YuPl 1o 02) .C <712P1 + 1+02>} Finally, we would like to comment on the sum-rate mul-
) , 2 ! _tiplexing gain of the Gaussian CM. Consider a symmetric
Using _these two expressions, we can prove the f°||°W”§q/stem WthP, = Py 2 P, yii = 72, s = o1,
proposition (see [17] for a full proof). and C1, = Cy £ C. We are interested in the condi-

" 1

Proposition 7 We haveRl’O{R % Rlvogt_i' Moreover, for iong on the conferencing capacity under which we can
t}?e symn;oegtggchannel case, i.8;y =1z, We havelli or = achieve the maximum multiplexing gain on the sum-rate,

Lout = — 3 - _ _ - limpo.osup g g, proyeco. (c.0)(B1 + R2)/(0.5log P) = 2,

Next we consider the symmetric Gaussian CM, that IS, W, responding to full cooperation. From the outer bound of
let Ro = 0,7y = 1fori,j € {1,2}, and P, = P, = __Proposition 6, it can be seen that should scale at least as
P. We also Aassume symmetric conferencing link capacitigs, log P since the sum rate is limited b§( X, Xa; Y2|U) +
Ciz = C21 = C. In such a case, the outer bound and the,  _ C(P(v}, +~3,)) + C. By considering the achievable
achievable rate region with one-round conferencing arergivyeqions with one or two conferencing rounds, we can conclude
by, respectively: that, if C' scales as(1 + ¢)log P with any ¢ > 0, then

Contout(C)={(R1,R2) : Ry >0, Ry >0, the optimal multiplexing gain is indeed achievable. This is
Ri < min{C(P) + C, C(2P)}, bec_ause, \(\/lthC = 0.5(1 +¢) }ogP th? quantization noise
) variances in (16) are proportional t8—¢ and thus tend to
Ry <min{C(P) + C, C(2P)}, zero for largeP. This result would hold even if the decoders
Ri 4+ R2 <min{C(2P) + C, C(4P)}}, ignored the side inforzmatiozn at the other decoder. In thg&ca
and we would haver? = 1 "which is still proportional
to P~ for C' = 0.5(1 + ¢) log P.
R%R(C) = {(Rl,Rg) :R1 >0, Ry >0, As a final remark, extending the achievable rates defined
above for the Gaussian channel (and assuming Gaussian
R, <C ((1 + +1 2) p) ’ channel and compression codebooks as done above) to more
g

than two conferencing rounds would not lead to any further
gain, as with Gaussian variables “conditional’ comprassio
compression with side information have the same efficiency

) 2 P) } (see [6] for a discussion).

B. Numerical results

with
o2 & 1+4P ' In this section, we present some numerical examples to
(1+2P)(22¢ —1) get further insight into the impact of decoder conferencing
The following result can be proved (see [17]). on the Gaussian CM. Fig. 2 shows the outer bound, the rate

Proposition 8 RgR O {(R1,Rs): R1 > 0,Ry >0, (R, + regions achi(_avable with ong—round and two-round strasegie
8, Ry + (A = 0)) € €%y, ., (C) forall § € [0,A]} with as well as with no cooperatio(y = C2; = 0) for Ry =0
A — log3-1 (so that selectingP! = P, is sufficient in all the capacity
2 regions) and a symmetric scenario with, = P, = 5dB,
4All logarithms are base. V2, = 3 = —3dB, v}, = 73, = 0dB, O3 = C12 = 0.3.
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Fig. 2. Outer bound, rate region achievable with one-roumdl t&o-round . . .
strategies and with no cooperatiofi = Co; = 0) for Ry = 0, and a Fig- 4. Sum of the private rate&, + Ry (with ko = 0) versus the
symmetric scenario wittP; = P> = 5dB, 72, = 12, = —3dB, 72, = conferencing link capacity’12 for the outer bound, the one-round and two-
~2. = 0dB, Co1 = Cia = 0.5, 2 2 P round strategies and with no cooperatiohy (= P, = 10dB, 2, = 0dB,

2 ’ 12, = 0dB, 72, = —3dB, 72, = —3dB, Ca1 = 0.8).

25
2af T | degraded):P, = P, = 10dB, 12, = 0dB, 73, = 0dB,
/ < v, = —3dB, 7%, = —3dB. Fig. 3 shows the achievable
2.3F / two-round . sum-rate versu€’s; for Ci2 = 0.2. It is seen that ifCy; =0
E— N one roums the upper bound coincides with the rate achievable with ro co
22/ operation, showing that if the link between the “good” anel th
9«5—217 | degraded receivers is disabled, the performance is doetinat
z / by the worst receiver and there is no gain in havirig > 0.
L ] IncreasingC,; enables the rate of the worst receiver to be
/ increased via cooperation, thus harnessing significamsgai
190 [/ 1 with respect to the case of no cooperation. In particulds it
seen that folCy; sufficiently small (hereCs; < 0.5) the two-
18 no cooperation (G,=C,=0) | step strategy is optimal, since in this region the perforrean
17 ‘ ‘ ) ‘ ‘ ‘ ‘ ‘ ‘ is dominated by the worst receiver whose achievable rate
¢ o5 1 15 2 25 3 35 4 45 5 increases linearly witlt’;; due to cooperation via binning of
o1 the message set performed at the good receiver. The one-step

protocol instead lags behind and its performance satuedtes

Fig. 3. Sum of the private rateR; + R2 (with Rg = 0) versus the 2 2 VPt P2\ . -
conferencing link capacity’>; for the outer bound, the one-round and wol (1222 + 721 P1 + 1+a§21 =~ 2.26. Finally, for suffi-
round strategies and with no cooperatiafy (= P> = 10dB, 7, = 0dB,  ciently largeC>, the achievable sum-rate at the worst receiver

732 = 0dB, 73, = =3dB, 7}, = —3dB, C12 = 0.2). becomes larger thap.26 and the performance tends to the
sum-rate of the best receiver(y3, P, + 73, P1) 4+ Cha ~ 2.4,
unlessCi- is too large.

It can be seen that cooperation via conferencing decoder$urther insight is shown in Fig. 4 where the sum-rate
enlarges the achievable rate region in terms of both the sum-plotted versusC,, for Co; = 0.8. We notice that for
rate and the individual rates. Moreover, the two-stepaffat C;, = 0 only the two-step protocol is able to achieve the
provides relevant gains with respect to the one-step approaupper bound, since in such a regime it is optimal for the
while still falling short of the outer bound. good receiver to decode and bin its reconstruction. Mongove
Fig. 3 and Fig. 4 show the sum of the private ralas+ R,  similarly, increasingC;2 enhances the gain of the two-round
(with Ry = 0) versusCs; and (14, respectively, for the outer strategy over the one-round strategy up to the point where th
bound, the one-round and two-round strategies and with perfomance is limited by the sum-rate at the worse receiver,
cooperation. In both cases, we consider a case where receive, by C (P (7] + %) + P2 (73 +7%) + K) ~ 248,
1 has a worse signal quality than receiver 2 (stochasticallshich coincides with the upper bound.



VII. CONCLUSIONS by (Ro, R1, R2) € Ryrac(p(u), p(z1|u), p(xz|u)). Consid-

We have investigated a compound MAC with conferencirfing receiver 2, a sufficient condition for decaying error
decoders. The compound MAC can be seen as a combinatisgbability is that the rates belong to the following region

of two single-message broadcast (multicast) channels frem
standpoint of the transmitters, or two MACs as seen by the
receivers, and it is an extension of the previously studied
channel models. A number of capacity results have been
derived in this paper that shed light on the performance cifisu

systems. Among the results, we have shown that, one round of Ro+Ri+Ry<1I

conferencing at the decoders in a compound Gaussian MAC
achieves the entire capacity region within a fraction of orfer

{(Ro, R1, R2): R; >0, j=0,1,2,
Ry < I(X1;Y2|X0,U) 4+ 1 Ch2
Ry < I(X2;Y2|X1,U) + aaCh2
Ry + Ry < I(X1, X0; Y5|U) + (a1 + a2)Cha
X1, X0;Y2) + Cha},

(19)

—~ o~~~

the given o;. Taking the union over all allowedy;

bit/s/Hz in several special cases. As a possible extenditiso concludes the proof.

work here we mention the study of an interference channel,
rather than a compound MAC, with conferencing decoders. "
VIIl. A PPENDIX: PROOF OFPROPOSITION2

Converse The converse follows immediately from Propo- 2
sition 1 and the data processing theorem. In fact, it is easy
to see that, because of the physical degradedness, re(leive[gl
cannot benefit from¥X, which is a function ofY;* and Y}
via V. We refer to [17] for a full proof.

Achievability Codeword generatiorat the transmitters is [4]
performed as for the MAC with common information [2] [13]:
Generat@"* sequences” (wy) of lengthn, with elements
independent identically distributed (i.i.d.) according the
distribution p(u), wo € W,. For any sequence:(wy),
generate2”? independent sequences (wg, w;), w; € W;,

i.i.d. according top(x;|u;(wo)), for i =1,2.

At receiver 1, the message sét$, W, W, are partitioned
into 2n0Ci2  gna1Ciz gnd 2ne2Ciz gybsets, respectively, for
some given) < o; < 1 and Z?:o «a; = 1. This is done by (8]
assigning each codeword in the messagé/gindependently
and randomly to the index sét, 2, ..., 212},

Encodingat transmitter is performed by sending codeword
a2 (wp, w;) corresponding to the common messagee W,
and the local message; € W; (i = 1,2). Encoding at [10]
decoder 1 takes place after decoding messatjgdl; and
W> (see description of decoding below). In particular, decodg
1 sends over the conferencing link the indices of the subsets
where the estimated messad&s, W1 and1; lie. Notice that [12]
this requiresnC5 bits andK = 1 conferencing rounds (i.e.,
V11] = nCi2). We emphasize again that the conferencingsl
link from decoder 2 to decoder 1 is not usét(y,| = 0).

Decodingat the first decoder is carried out by finding jointly 4)
typical sequencegu™(wo), 7 (wo, w1), 5 (wo, we), y7) with
w; € W; [12]. As discussed above, once the first decoder hes!
obtained the messagég,, W; and W5, it sends the corre-
sponding subset indices to receiver 2 over the conferencing
link. Decoding at receiver 2 then takes place again based &
a standard MAC joint-typicality decoder with the caveatttha
the message®’y, Wi and W, are now known to belong to [17]
the reduced set given by the subsets mentioned above.

Theanalysis of the probability of errofollows immediately
from [2] [13]. In particular, as far as receiver 1 is concetne
it can be seen from [2] [13] that a sufficient condition for
the probability of error go to zero a8 — oo is given

(5]

(6]

(7]

El
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