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 Welcome to the High Performance Computing (HPC) and Big Data (BD) at NJIT Wiki

Purposes of this Wiki :


	 Portal for all NJIT HPC and BD topics


	 Open forum for input from researchers on HPC and BD
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