Delay and Doppler spreads in underwater acoustic particle velocity channels
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Signal processing and communication in acoustic particle velocity channels using vector sensors are of interest in the underwater medium. Due to the presence of multiple propagation paths, a mobile receiver collects the signal with different delays and Doppler shifts. This introduces certain delay and Doppler spreads in particle velocity channels. In this paper, these channel spreads are characterized using the zero-crossing rates of channel responses in frequency and time domain. Useful expressions for delay and Doppler spreads are derived in terms of the key channel parameters mean angle of arrival and angle spread. These results are needed for design and performance prediction of systems that utilize underwater acoustic particle velocity and pressure channels.
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I. INTRODUCTION

Data communication is of interest in numerous naval and civilian applications. Examples include communication among autonomous underwater vehicles (AUVs) for collaborative operations, harbor security systems, tactical surveillance applications, oceanographic data retrieval from underwater sensors over geographically large areas, offshore oil and gas explorations, etc. After the first generation of analog modems, second generation digital modems in 80’s used noncoherent techniques such as frequency shift keying and differentially coherent schemes like differential phase shift keying (DPSK). Due to the need for higher spectral efficiencies, coherent systems with phase shift keying and quadrature amplitude modulation were developed in 90’s. Spatial diversity with arrays of hydrophones and different types of equalization, beamforming, coding, channel estimation, and tracking are also used for underwater communication. Underwater multiple-input multiple-output (MIMO) systems using spatially separated pressure sensors are also recently investigated.

A vector sensor can measure non-scalar components of the acoustic field such as the particle velocity, which cannot be sensed by a single scalar (pressure) sensor. Development of vector sensors dates back to 30’s. In the past few decades, a large volume of research has been conducted on theory, performance evaluation, and design of vector sensors. They have been mainly used for target localization and sound navigation and ranging (SONAR) applications. Examples include accurate beamforming and azimuth/elevation estimation of a source, avoiding the left–right ambiguity of linear towed arrays of scalar sensors, significant acoustic noise reduction due to the highly directive beam pattern, etc.

Vector sensors have recently been proposed and then used for underwater acoustic communication. Characterization of particle velocity channels and their impact on vector sensor communication systems performance is therefore of interest. In multipath channels such as shallow waters, a vector sensor receives the signal through several paths and each path has a different delay (travel time). Motion of the transmitter or receiver in a multipath channel introduces different Doppler shifts as well. The largest differences between the path delays and between the Doppler shifts are called delay spread and Doppler spread, respectively. The harsh multipath, with delay spreads up to hundreds of symbols for high data rates, and temporal variations of the underwater acoustic channels, with Doppler spreads up to several tens of hertz, are major issues in underwater acoustic communication. Some typical values for delay spread and Doppler spread of the underwater acoustic channel are 5–15 ms and 6–30 Hz, respectively. Knowledge of delay and Doppler spreads in acoustic particle velocity channels is important for efficient design of underwater vector sensor communication systems. Characterization of delay and Doppler spreads in terms of the physical parameters of the propagation environment is needed for system performance prediction as well.

In general, the zero-crossing rate (ZCR) of a random process carries useful information that can be used for various purposes. Examples include signal detection, estimation of the density of scatterers, calculating sonar false alarm probability, characterization of acoustic emission signals, speech recognition, etc.

It is also well known that delay and Doppler spreads are proportional to the ZCRs of the channel in frequency and time domains, respectively. In Fig. 1 the physical meaning of frequency-domain ZCR and its connection with...
Delay spread are shown. Let the Fourier pair $P(f)$ and $p(\tau)$ represent the complex channel transfer function and impulse response, respectively, where $f$ and $\tau$ are frequency and time delay in hertz and seconds, respectively. As shown in Fig. 1(a), Re$\{P(f)\}$ slowly varies with $f$, where Re$\{\cdot\}$ gives the real part. This slow variation results in a small number of times that the channel transfer function crosses the zero level, i.e., low ZCR. In this figure there are nine zero crossings over 10 Hz, which gives a ZCR of 0.9. The magnitude of the channel impulse response, $|p(\tau)|$, is shown in Fig. 1(b), which has a relatively small delay spread. This is because of the well-known inverse relationship between frequency-axis and time-axis scalings, i.e., waveform expansion in one domain results in compression in the other domain. On the other hand, when the ZCR of the channel transfer function is higher, as shown in Fig. 1(c), one can say the channel transfer function is compressed in the $f$ domain. This results in the expansion of the channel impulse response in the $\tau$ domain shown in Fig. 1(d), which now has a larger delay spread. The connection between time-domain ZCR and Doppler spread can be similarly explained.

To calculate the frequency- and time-domain ZCRs, one needs to obtain the second derivative of the corresponding frequency and temporal channel correlations, respectively, as explained in Sec. IV. Therefore, to calculate delay and Doppler spreads in particle velocity channels, expressions for frequency and temporal correlations of such channels should be derived first.

In what follows, basic formulas and definitions for particle velocity channels are provided in Sec. II A statistical model for particle velocity channels sensed by a moving vector sensor array is developed in Sec. III and channel correlation functions are derived as well. Using the frequency and temporal correlation functions, frequency- and time-domain ZCRs are calculated in Sec. IV for both pressure and particle velocity channels. Numerical results and concluding remarks are provided in Secs. V and VI, respectively.

II. DEFINITIONS OF PARTICLE VELOCITY CHANNELS

As an underwater acoustic communication receiver, we consider the vector sensor array shown in Fig. 2, in the two-dimensional $y$–$z$ (range–depth) plane. There is one pressure sensor transmitter in the far field, called $Tx$, shown by a black circle. We have three receive vector sensors $Rx$, $Rx_1$, and $Rx_2$, represented by black squares, with the center of array located at $y = 0$ and $z = D$. Each vector sensor measures the pressure, as well as the $y$ and $z$ components of the acoustic particle velocity, all in a single co-located point. This means there are three pressure channels $p$, $p_1$, and $p_2$, as well as six pressure-equivalent velocity channels $v_y$, $v_z$, $v_y^1$, $v_z^1$, $v_y^2$, and $v_z^2$, all measured in Pascal (Newton/m$^2$). In Fig. 2 pressure channels are represented by solid straight lines, whereas the $y$-velocity channels and the $z$-velocity channels are represented by dashed curved lines and dotted curved lines, respectively. The particle velocity channels $v_y$, $v_z$, $v_y^1$, $v_z^1$, $v_y^2$, and $v_z^2$ are defined as

$$v_y = -\frac{1}{j\rho_0 c_0} \frac{\partial p}{\partial y}$$

$$v_z = -\frac{1}{j\rho_0 c_0} \frac{\partial p}{\partial z}$$

$$v_y^1 = -\frac{1}{j\rho_0 c_0} \frac{\partial p_1}{\partial y}$$

$$v_z^1 = -\frac{1}{j\rho_0 c_0} \frac{\partial p_1}{\partial z}$$

$$v_y^2 = -\frac{1}{j\rho_0 c_0} \frac{\partial p_2}{\partial y}$$

$$v_z^2 = -\frac{1}{j\rho_0 c_0} \frac{\partial p_2}{\partial z}.$$  \hspace{1cm} (1)

In the above equations $\rho_0$ is the density of the fluid in kg/m$^3$, $f^2 = -1$ and $\omega_0 = 2\pi f_0$ is the frequency in rad/s. By multiplying the velocity channels in Eq. (1) with $-\rho_0 c$, the negative of the acoustic impedance of the fluid, where $c$ is the sound speed in m/s, we obtain the pressure-equivalent velocity.
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**Fig. 1.** (Color online) Graphical representation of the connection between the ZCR of a channel transfer function and the delay spread of the corresponding channel impulse response: (a) A channel transfer function with low ZCR, (b) the corresponding channel impulse response with small delay spread, (c) a channel transfer function with high ZCR, and (d) the corresponding channel impulse response with large delay spread.
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**Fig. 2.** A system with one pressure transmitter and three vector sensor receivers. Each vector sensor measures the pressure, and the $y$ and $z$ components of the acoustic particle velocity.
such that \( y = \frac{m}{C_0} \) with respect to the positive direction of channels \( p^v = -p_0 c v^v \), \( p^{v}_1 = -p_0 c v^{v}_1 \), \( p^{v}_2 = -p_0 c v^{v}_2 \), and \( p^{v}_3 = -p_0 c v^{v}_3 \). With \( \lambda \) as the wavelength in m and \( k = 2\pi / \lambda \), as the wavenumber in rad/m, finally we obtain,

\[
\begin{align*}
  p^v &= \frac{1}{j k} \frac{\partial p}{\partial y} , \quad p^{v}_1 = \frac{1}{j k} \frac{\partial p_1}{\partial z} , \\
  p^{v}_2 &= \frac{1}{j k} \frac{\partial p_2}{\partial y} , \quad p^{v}_3 = \frac{1}{j k} \frac{\partial p_3}{\partial z} . \\
\end{align*}
\]

The received rays at the vector sensor array are shown in Fig. 3 where \( D_b \) is the water depth. Vector sensor 1 is located at \( y = - L_y / 2 \) and \( z = D -(L_y / 2) \), vector sensor 2 is at \( y = 0 \) and \( z = D \) and vector sensor \( Rx \) is located at \( y = 0 \) and \( z = D \). Here, \( L_y \) and \( L_z \) are the projections of the array length \( L \) at \( y \) and \( z \) axis, respectively, such that \( L = (L_y^2 + L_z^2)^{1/2} \). All the angles are measured with respect to the positive direction of \( y \), counterclockwise. We model the rough sea bottom and its surface as collections of \( N^b \) and \( N^s \) scatterers, respectively, such that \( N^b \gg 1 \) and \( N^s \gg 1 \). In this paper, the small letters \( b \) and \( s \) refer to the bottom and surface, respectively. In Fig. 3, for example, the \( i \)-th bottom scatterer is represented by \( O^b_i \), \( i = 1, 2, \ldots, N^b \), whereas \( O^s_m \) denotes the \( m \)-th surface scatterer, \( m = 1, 2, \ldots, N^s \). Rays scattered from the bottom and the surface toward the vector sensor are shown by solid lines. The rays scattered from \( O^b_i \) hit \( Rx_1 \) and \( Rx_2 \) at the angle of arrivals (AOAs) \( \gamma^b_{i,1} \) and \( \gamma^b_{i,2} \), respectively. The traveled distances are labeled by \( \xi^b_{i,1} \) and \( \xi^b_{i,2} \), respectively. Similarly, the scattered rays from \( O^s_m \) impinge \( Rx_1 \) and \( Rx_2 \) at the AOAs \( \gamma^s_{m,1} \) and \( \gamma^s_{m,2} \), respectively, with \( \xi^s_{m,1} \) and \( \xi^s_{m,2} \) as the traveled distances shown in Fig. 3. The vector sensor receivers move at the speed \( u \), in the direction specified by \( \varphi \) in Fig. 3.

\[
\begin{align*}
  P_1(f, t) &= (A_b / N^b)^{1/2} \sum_{i=1}^{N^b} \left\{ \hat{d}^b_i \exp(\ii \psi^b_i) \times \exp(\ii j k [\cos(\gamma^b_{i,1}) + z \sin(\gamma^b_{i,1})]) \times \exp(-2\pi f \tau^b_{i,1}) \times \exp(2\pi f_m \cos(\gamma^b_{i,1} - \varphi) t) \right\} \bigg|_{y=-L_y/2, z=D-L_z/2} + \sum_{i=1}^{N^b} \left\{ \hat{d}^b_i \exp(\ii \psi^b_i) \times \exp(\ii j k [\cos(\gamma^b_{i,2}) + z \sin(\gamma^b_{i,2})]) \times \exp(-2\pi f \tau^b_{i,2}) \times \exp(2\pi f_m \cos(\gamma^b_{i,2} - \varphi) t) \right\} \bigg|_{y=-L_y/2, z=D-L_z/2} .
\end{align*}
\]

III. CHANNEL CORRELATION FUNCTIONS

In a multipath channel, delay spread and Doppler spread are key channel characteristics for system design. As discussed previously, delay and Doppler spreads are represented by frequency- and time-domain ZCRs of the channel, respectively. Furthermore, frequency- and time-domain ZCRs are related to the second derivative of frequency and temporal channel correlations, respectively. To obtain these channel correlation functions, in what follows we consider a statistical framework that leads us to frequency-time-space correlation functions for particle velocity channels. By taking proper derivatives of these correlation functions, ZCRs of interest will be obtained.

Superposition of plane waves at the mobile sensors \( Rx_1 \) and \( Rx_2 \) results in the following time-varying transfer functions \( P_1(f, t) \) and \( P_2(f, t) \) for the pressure channels,

\[
\begin{align*}
  P_2(f, t) &= (A_b / N^b)^{1/2} \sum_{i=1}^{N^b} \left\{ \hat{d}^b_i \exp(\ii \psi^b_i) \times \exp(\ii j k [\cos(\gamma^b_{i,1}) + z \sin(\gamma^b_{i,1})]) \times \exp(-2\pi f \tau^b_{i,1}) \times \exp(2\pi f_m \cos(\gamma^b_{i,1} - \varphi) t) \right\} \bigg|_{y=-L_y/2, z=D-L_z/2} + \sum_{i=1}^{N^b} \left\{ \hat{d}^b_i \exp(\ii \psi^b_i) \times \exp(\ii j k [\cos(\gamma^b_{i,2}) + z \sin(\gamma^b_{i,2})]) \times \exp(-2\pi f \tau^b_{i,2}) \times \exp(2\pi f_m \cos(\gamma^b_{i,2} - \varphi) t) \right\} \bigg|_{y=-L_y/2, z=D-L_z/2} .
\end{align*}
\]

Note that \( P_1(f, t) \) in Eq. (3) is the sum of two summations, one multiplied by \((A_b / N^b)^{1/2}\) and the other one by \((1 - A_b) / N^b)^{1/2}\). The first summation has \( N^b \) terms, and each term is the product of \( \hat{d}^b_i \) and four complex exponentials \( \exp(\ii \psi^b_i) \), \( \exp(\ii j k [\cos(\gamma^b_{i,1}) + z \sin(\gamma^b_{i,1})]) \), \( \exp(-2\pi f \tau^b_{i,1}) \), and \( \exp(2\pi f_m \cos(\gamma^b_{i,1} - \varphi) t) \). The second summation in Eq. (3) has \( N^s \) terms, and each term is the product of \( \hat{d}^s_m \) and...
Each integrand in Eq. (5) is the product of a $w$ function defined later, and six complex exponentials. Note that $\gamma^b$ and $\gamma^d$ are the AOAs of rays coming from bottom and surface toward the array center, respectively. The terms $\cos(\gamma^b_d), \cos(\gamma^b_0), \sin(\gamma^b_d)$ and $\sin(\gamma^b_0)$, $q = 1, 2$, represent the corresponding cosine and sine of bottom and surface AOAs for the vector sensors $R{x_1}$ and $R{x_2}$, respectively. Moreover, $\gamma^b_0$ and $\gamma^b_2$, $q = 1, 2$, are travel times from the bottom and surface scatterers to $R{x_1}$ and $R{x_2}$, respectively. As shown in Appendix A, all these parameters can be written in terms of $D, D_0, \gamma^b, \gamma^d, L_z,$ and $L_y$. Finally, $w^b(\gamma^b)$ and $w^d(\gamma^d)$ in Eq. (5) are the probability density functions (PDFs) of the AOAs of the waves coming from the sea bottom and surface, respectively, such that $0 < \gamma^b < \pi$ and $\pi < \gamma^d < 2\pi$.

Similarly, \cite{31} to obtain pressure–velocity and velocity–velocity channel correlations, one needs to take proper derivatives of the pressure channel correlation in Eq. (5), as summarized below:

$$C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y) = E[P_z(f + \Delta f, t + \Delta t)\{P_z(f, t)\}^\dagger] = (jk)^{-1}\partial C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y)/\partial L_z,$$  \hspace{1cm} (6)

$$C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y) = E[P_z(f + \Delta f, t + \Delta t)\{P_z(f, t)\}^\dagger] = (jk)^{-1}\partial C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y)/\partial L_y,$$  \hspace{1cm} (7)

$$C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y) = E[P_z(f + \Delta f, t + \Delta t)\{P_z(f, t)\}^\dagger] = -k^{-2}\partial^2 C_{P_zP_z}(\Delta f, \Delta t, L_z, L_y)/\partial L^2_z,$$  \hspace{1cm} (8)

In Eqs. (6)–(10), the time-varying transfer functions for the pressure-equivalent velocity channels at the $q$-th vector sensor, $q = 1, 2$, are defined as $P^q_z(f, t) = (jk)^{-1}\partial P_q(f, t)/\partial z$ and $P^q_z(f, t) = (jk)^{-1}\partial P_q(f, t)/\partial y$.

Now, we focus on the vector sensor receiver $R{x}$, to calculate the delay and Doppler spreads of particle velocity channels. With $L_z = L_y = 0$ in Eq. (5), it is straightforward to obtain the frequency-time autocorrelation of $P(f, t)$, the time-varying transfer function of the pressure channel, at $R{x}$,

$$C_{PP}(\Delta f, \Delta t) = E[P(f + \Delta f, t + \Delta t)P^\dagger(f, t)] = C_{P_zP_z}(\Delta f, \Delta t, 0, 0) = \Lambda_0 E_P \exp[-2\pi f M \sin(\gamma^d)\sin(\gamma^b)/\sin(\gamma^b_0)]$$

$$\times \exp[2\pi f M \cos(\gamma^d - \phi)/\sin(\gamma^b_0)]$$

$$+ (1 - \Lambda_0) E_P \exp[-2\pi f M \sin(\gamma^d)/\sin(\gamma^b_0)]$$

$$\times \exp[2\pi f M \cos(\gamma^d - \phi)/\sin(\gamma^b_0)].$$  \hspace{1cm} (11)
Rx. Equation (11) is obtained because when \( L_z = L_y = 0 \), Eqs. (A1)–(A9) in Appendix A result in \( \gamma_0^2 = \gamma_1^2, \gamma_2^2 = \gamma_1^2, \beta^2 = T_b / \sin(\gamma^2) \). Let us define the time-varying transfer functions for the pressure-equivalent velocity channels at the vector sensor Rx as \( P^r(f, t) = (jk)^{-1} \partial P(f, t) / \partial z \) and \( P^i(f, t) = (jk)^{-1} \partial P(f, t) / \partial y \). Then using Eqs. (8) and (9), the second derivative of Eq. (5) at \( L_z = L_y = 0 \) provide the following frequency-time autocorrelations of \( P^r(f, t) \) and \( P^i(f, t) \) at Rx, respectively.

\[
C_{PP}(\Delta f, \Delta t) = E[P^*\{P(f + \Delta f, t + \Delta t)\}] = C_{PP}(\Delta f, \Delta t, 0, 0) = \Lambda_0 E_r \sin^2(\gamma^2) \exp[-j2\pi\Delta f T_b / \sin(\gamma^2)] \times \exp[j2\pi f_m \cos(\gamma^2 - \varphi) \Delta t] \\
+ \Lambda_0 E_r \sin^2(\gamma^2) \exp[-j2\pi\Delta f T_b / \sin(\gamma^2)] \times \exp[j2\pi f_m \cos(\gamma^2 - \varphi) \Delta t],
\]

(12)

\[
C_{PP}(\Delta f, \Delta t) = E[P^\prime\{P(f + \Delta f, t + \Delta t)\}] = C_{PP}(\Delta f, \Delta t, 0, 0) = \Lambda_0 E_r \cos^2(\gamma^2) \exp[-j2\pi\Delta f T_b / \sin(\gamma^2)] \times \exp[j2\pi f_m \cos(\gamma^2 - \varphi) \Delta t] \\
+ \Lambda_0 E_r \cos^2(\gamma^2) \exp[-j2\pi\Delta f T_b / \sin(\gamma^2)] \times \exp[j2\pi f_m \cos(\gamma^2 - \varphi) \Delta t]
\]

(13)

Before concluding this section, we derived the correlation between the real parts of \( P_1(f, t) \) and \( P_2(f, t) \) in Eqs. (3) and (4). This will be needed to compute the ZCR of real channel functions in the next section. If \( W \) is complex, then \( Re\{W\} = (W + W^\prime)/2 \). This results in

\[
E[Re\{P_2(f + \Delta f, t + \Delta t)\} Re\{P_1(f, t)\}] = \frac{1}{2} Re\{C_{PP}(\Delta f, \Delta t, L_z, L_y)\}
\]

(14)

where \( C_{PP}(\Delta f, \Delta t, L_z, L_y) \) is given in Eq. (5). Based on the statistical properties of phases \( \psi^s \) and \( \psi^r \), independent and uniformly distributed over \( \pm \pi \) radians, it can be verified that the second term on the right hand side of Eq. (14) is zero. This yields

\[
E[Re\{P_2(f + \Delta f, t + \Delta t)\} Re\{P_1(f, t)\}] = \frac{1}{2} Re\{C_{PP}(\Delta f, \Delta t, L_z, L_y)\}
\]

(15)

Similarly, based on the definitions of \( P^s_\theta(f, t) \) and \( P^s_\varphi(f, t) \), \( q = 1, 2 \), provided after Eq. (10), we obtain,

\[
E[Re\{P_2^s(f + \Delta f, t + \Delta t)\} Re\{P_1^s(f, t)\}] = \frac{1}{2} Re\{C_{PP}^s(\Delta f, \Delta t, L_z, L_y)\}
\]

(16)

IV. ZCRS OF PARTICLE VELOCITY CHANNELS

Let \( z(t) \) be a real random process with the temporal autocorrelation \( \Gamma_z(\Delta t) = E[z(t + \Delta t) z(t)] \). Then the ZCR of \( z(t) \), the average number of times that \( z(t) \) crosses the threshold zero per unit time, can be calculated using the following formula:

\[
n_z = \frac{1}{\pi} \sqrt{-\Gamma_z''(\Delta t)},
\]

(18)

where double prime is the second derivative. Similarly, if \( z(f) \) is a real random process in the frequency domain, then its ZCR, \( n_z' \), the average number of times that \( z(f) \) crosses the threshold zero per unit frequency, is given by

\[
n_z' = \frac{1}{\pi} \sqrt{-\Gamma_z''(\Delta f)}.
\]

(19)

where \( \Gamma_z(\Delta f) = E[z(f + \Delta f) z(f)] \) is the frequency autocorrelation of \( z(f) \).

To study the delay and Doppler spreads of particle velocity channels, we need to calculate frequency- and time-domain ZCRs of the real parts of the complex channels \( P^r(f, t) \) and \( P^i(f, t) \). To do this, first the autocorrelation of the real part of the pressure channel, \( Re\{P(f, t)\} \), should be determined. Using Eqs. (5) and (11) we have

\[
\Gamma_{Re\{P\}}(\Delta f, \Delta t) = E[Re\{P(f + \Delta f, t + \Delta t)\} Re\{P(f, t)\}] = \frac{1}{2} Re\{C_{PP}(\Delta f, \Delta t)\}.
\]

The autocorrelation of the real part of the vertical particle velocity channel, \( Re\{P^r(f, t)\} \), can be written using Eqs. (12) and (16),

\[
\Gamma_{Re\{P^r\}}(\Delta f, \Delta t) = E[Re\{P^r(f + \Delta f, t + \Delta t)\} Re\{P^r(f, t)\}] = \frac{1}{2} Re\{C_{PP}^r(\Delta f, \Delta t)\}.
\]

Similarly, based on Eqs. (13) and (17), the autocorrelation of the real part of the horizontal velocity channel, \( Re\{P^i(f, t)\} \), is given by

\[
\Gamma_{Re\{P^i\}}(\Delta f, \Delta t) = E[Re\{P^i(f + \Delta f, t + \Delta t)\} Re\{P^i(f, t)\}] = \frac{1}{2} Re\{C_{PP}^i(\Delta f, \Delta t)\}.
\]
A. Frequency-domain ZCRs

Here we have \( \Delta t = 0 \). By inserting Eq. (11) into (20), taking derivative with respect to \( \Delta f \) twice and then replacing \( \Delta f \) with zero, for the pressure channel we obtain,

\[
-\Gamma_{Re(p)}''(\Delta f, 0)\bigg|_{\Delta f = 0} = \frac{\Lambda_b (2 \pi T_b)^2 E_{pr}}{2} \frac{1}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi T_s)^2}{2} E_{pr} \frac{1}{\sin^2(\gamma')},
\]

(23)

Note that \( E_{pr} \) and \( E_{pr}' \) are expected values with respect to \( \gamma^b \) and \( \gamma' \), respectively. Similarly, by inserting Eq. (12) into (21) [or Eq. (13) into (22)], differentiation with respect to \( \Delta f \) twice and then replacing \( \Delta f \) with zero, for the vertical (or the horizontal) velocity channel we obtain,

\[
-\Gamma_{Re(p')}''(\Delta f, 0)\bigg|_{\Delta f = 0} = \frac{\Lambda_b (2 \pi T_b)^2 F_{pr}}{2} \frac{\cos^2(\gamma^b)}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi T_s)^2}{2} F_{pr} \frac{\cos^2(\gamma')}{\sin^2(\gamma')},
\]

(24)

\[
-\Gamma_{Re(p')''}(\Delta f, 0)\bigg|_{\Delta f = 0} = \frac{\Lambda_b (2 \pi T_b)^2 F_{pr}}{2} \frac{\cos^2(\gamma^b)}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi T_s)^2}{2} F_{pr} \frac{\cos^2(\gamma')}{\sin^2(\gamma')},
\]

(25)

Moreover, by inserting Eqs. (11)–(13) into Eqs. (20)–(22), respectively, it is easy to verify,

\[
\Gamma_{Re(p)}(0, 0) = \frac{1}{2},
\]

(26)

\[
\Gamma_{Re(p')}(0, 0) = \frac{\Lambda_b}{2} \frac{E_{pr}}{E_{pr}} \frac{\sin^2(\gamma^b)}{\sin^2(\gamma')} + \frac{(1 - \Lambda_b)}{2} \frac{E_{pr}}{E_{pr}} \frac{\sin^2(\gamma')}{\sin^2(\gamma')},
\]

(27)

\[
\Gamma_{Re(p')}(0, 0) = \frac{\Lambda_b}{2} \frac{E_{pr}}{E_{pr}} \frac{\cos^2(\gamma^b)}{\cos^2(\gamma')} + \frac{(1 - \Lambda_b)}{2} \frac{E_{pr}}{E_{pr}} \frac{\cos^2(\gamma')}{\cos^2(\gamma')},
\]

(28)

To obtain \( n''_{Re(p)} \), \( n''_{Re(p')} \), and \( n''_{Re(p')} \), frequency-domain ZCRs, one needs to simply divide Eqs. (23)–(25) by Eqs. (26)–(28), respectively.

B. Time-domain ZCRs

Now we have \( \Delta f = 0 \). Similarly to the previous frequency-domain derivations, we can obtain the following results in time domain,

\[
-\Gamma_{Re(p)}''(0, \Delta t)\bigg|_{\Delta t = 0} = \frac{\Lambda_b (2 \pi f_b)^2}{2} E_{pr} \frac{\cos^2(\gamma^b - \varphi)}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi f_s)^2}{2} E_{pr} \frac{\cos^2(\gamma' - \varphi)}{\sin^2(\gamma')},
\]

(29)

\[
-\Gamma_{Re(p')}''(0, \Delta t)\bigg|_{\Delta t = 0} = \frac{\Lambda_b (2 \pi f_b)^2}{2} E_{pr} \frac{\cos^2(\gamma^b - \varphi)}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi f_s)^2}{2} E_{pr} \frac{\cos^2(\gamma' - \varphi)}{\sin^2(\gamma')},
\]

(30)

\[
-\Gamma_{Re(p')}''(0, \Delta t)\bigg|_{\Delta t = 0} = \frac{\Lambda_b (2 \pi f_b)^2}{2} E_{pr} \frac{\cos^2(\gamma^b - \varphi)}{\sin^2(\gamma^b)} + \frac{(1 - \Lambda_b) (2 \pi f_s)^2}{2} E_{pr} \frac{\cos^2(\gamma' - \varphi)}{\sin^2(\gamma')},
\]

(31)

By dividing Eqs. (29)–(31) by Eqs. (26)–(28), respectively, time-domain ZCRs \( n''_{Re(p)} \), \( n''_{Re(p')} \), and \( n''_{Re(p')} \) will be obtained.

Note that the concept of channel ZCR is not limited to a certain frequency range. As long as channel correlation functions are available, one can calculate channel ZCRs, as explained in this section. To represent channels and calculate their correlation functions, however, we have used a ray-based framework. So, the derived results are appropriate for frequencies where ray analysis is relevant, say, high frequencies.

V. A CASE STUDY

Equations (23)–(31), which determine ZCR and therefore delay and Doppler spreads, are valid for any AOA distribution model. Here we use the Gaussian model,

\[
w^{\gamma^b}(\gamma^b) = (2 \pi \sigma_b^2)^{-1/2} \exp[-(\gamma^b - \mu_b)^2 / (2 \sigma_b^2)], \gamma^b \in (0, \pi),
\]

\[
w^{\gamma'}(\gamma') = (2 \pi \sigma^2)^{-1/2} \exp[-(\gamma' - \mu)^2 / (2 \sigma^2)], \gamma' \in (\pi, 2\pi).
\]

(32)

Note that \( \mu_b \) and \( \mu' \) are the mean AOAs from the bottom and surface, respectively, whereas \( \sigma_b \) and \( \sigma' \) represent angle spreads. Gaussian PDFs in Eq. (32) are particularly useful when angle spreads are small. Based on experimental data, Gaussian PDFs with small variances are observed to be suitable for statistical modeling of an underwater acoustic channel. For large angle spreads, one can use the von Mises PDF.

For Gaussian AOA PDFs with small angle spreads, mathematical expectations in Eqs. (23)–(31) can be calculated in closed-forms, using the Taylor series expansions of \( \gamma^b \) and \( \gamma' \) around \( \mu_b \) and \( \mu' \), respectively. For example,

\[
\frac{1}{\sin^2(\gamma^b)} \approx \csc^2(\mu_b) - 2 \csc^2(\mu_b) \cot(\mu_b)(\gamma^b - \mu_b) + (\cos(2 \mu_b) + 2) \csc^4(\mu_b)(\gamma^b - \mu_b)^2,
\]

(33)
where \( \csc(\cdot) = 1/\sin(\cdot) \) and \( \cot(\cdot) = \cos(\cdot)/\sin(\cdot) \). Since \( E_r[\gamma^b - \mu_b] = 0 \) and \( E_r[(\gamma^b - \mu_b)^2] = \sigma_b^2 \), Eq. (33) simplifies to
\[
E_r \left[ \frac{1}{\sin^2(\gamma^b)} \right] \approx \csc^2(\mu_b) + (\cos(2\mu_b) + 2) \csc^4(\mu_b)\sigma_b^2.
\]
(34)

Following the same approach, one can calculate other \( E_r[\cdot] \) in Eqs. (25)–(31) as
\[
E_r \left[ \frac{\cos^2(\gamma^b)}{\sin(\gamma^b)} \right] \approx \cot^2(\mu_b) + (\cos(2\mu_b) + 2) \csc^2(\mu_b)\sigma_b^2,
\]
(35)
\[
E_r [\sin^2(\gamma^b)] \approx \sin^2(\mu_b) + (2\mu_b)\sigma_b^2,
\]
(36)
\[
E_r [\cos^2(\gamma^b)] \approx \cos^2(\mu_b) - (2\mu_b)\sigma_b^2,
\]
(37)
\[
E_r [\cos^2(\gamma^b - \phi)] \approx \cos^2(\mu_b - \phi) + (2\mu_b - 2\phi)\sigma_b^2.
\]
(38)

Equations (41)–(43), normalized by \( T_b \), are plotted in Fig. 4. Simulation results are also included, which show the accuracy of derived formulas. In simulations, the depth of the shallow water channel is 100 m. Center frequency is 12 kHz, sound speed is considered to be 1500 m/s, number of received rays is 50, and the speed of the vector sensor receiver initially located at a 50 m depth is 2.5 m/s.

**A. Frequency-domain ZCRs**

By inserting Eqs. (23)–(28) into the ZCR formula in Eq. (19) and using the small angle spread approximation in Eqs. (34)–(37), one can show that
\[
n'_r[\mu^p] = 2T_b \left[ \csc^2(\mu_b) + (\cos(2\mu_b) + 2) \csc^4(\mu_b)\sigma_b^2 \right]^{1/2},
\]
(41)
\[
n'_r[\mu^p] = 2T_b \left[ \frac{1}{\sin^2(\mu_b) + (2\mu_b)\sigma_b^2} \right]^{1/2},
\]
(42)
\[
n'_r[\mu^p] = 2T_b \left[ \cot^2(\mu_b) + (\cos(2\mu_b) + 2) \csc^2(\mu_b)\sigma_b^2 \right]^{1/2}
\]
\[
\frac{\cos^2(\mu_b) - (2\mu_b)\sigma_b^2}{\cos^2(\mu_b) - \cos(2\mu_b)\sigma_b^2}.\]
(43)

Clearly, similar results can be obtained for \( \gamma^b \), in terms of \( \mu_s \) and \( \sigma_s \).

To obtain some insight, we consider a case where the bottom components are dominant, i.e., \( \Lambda_b = 1 \). Then we provide closed-form frequency- and time-domain ZCRs in the following subsections.
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**FIG. 5.** (Color online) Normalized impulse responses of particle velocity and pressure channels versus the angle spread \( \sigma_b/\mu_b = 5^\circ \).
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**FIG. 4.** (Color online) Frequency-domain ZCRs of particle velocity and pressure channels versus the angle spread \( \sigma_b/\mu_b = 5^\circ \).
VI. CONCLUSION

In this paper, a zero-crossing framework is developed to study the delay and Doppler spreads in multipath underwater acoustic particle velocity and pressure channels. A geometrical–statistical representation of the shallow water waveguide is considered, to derive the required frequency- and time-domain channel correlation functions. Then the delay and Doppler spreads are calculated by deriving closed-form expressions for the channel ZCRs in frequency and time, respectively. These expressions show how velocity channel delay and Doppler spreads may depend on some key parameters of the channel such as mean AOA and angle spread. The results are useful for design and performance prediction of vector sensor systems that operate in acoustic particle velocity channels.
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Equations (44)–(46), normalized by $f_M$ are plotted in Fig. 6, along with simulation results, which demonstrate the accuracy of the analytical results. According to this figure, time-domain ZCRs of particle velocity and pressure channels are about the same and not dependent much on the angle spread, for the case considered. The analysis conducted in Appendix B for other conditions provides more insight on Doppler spread in these communication channels.

B. Time-domain ZCRs

By inserting Eqs. (29)–(31) and Eqs. (26)–(28) into the ZCR formula in Eq. (18) and using the small angle spread approximation in Eqs. (36)–(40), the following results can be obtained.

\[
\eta_{Re(P)}' = 2f_M \left[ \cos^2(\mu_b - \varphi) + \cos(2\mu_b - 2\varphi)\sigma_b^2 \right]^{1/2},
\]

\[
\eta_{Re(P)}'' = 2f_M \left[ \frac{\cos^2(\mu_b - \varphi) \sin^2(\mu_b) + \frac{1}{2} (\cos(2\mu_b) + 2 \cos(4\mu_b - 2\varphi) - \cos(2\mu_b - 2\varphi))\sigma_b^2}{\sin^2(\mu_b) + \cos(2\mu_b)\sigma_b^2} \right]^{1/2},
\]

\[
\eta_{Re(P)}''' = 2f_M \left[ \frac{\cos^2(\mu_b) \cos^2(\mu_b - \varphi) - \frac{1}{2} (\cos(2\mu_b) + 2 \cos(4\mu_b - 2\varphi) + \cos(2\mu_b - 2\varphi))\sigma_b^2}{\cos^2(\mu_b) - \cos(2\mu_b)\sigma_b^2} \right]^{1/2}.
\]
APPENDIX A: PARAMETERS OF THE PRESSURE CHANNEL CORRELATION FUNCTION

Here we show how all the parameter and variables in the pressure channel correlation function in Eq. (5) can be expressed in terms of $\gamma^b$ and $\gamma^s$, the bottom and surface AOAs, respectively, and also $L_z$, $L_y$, $D$, and $D_0$. According to Fig. 3, it is straightforward to verify, 

\[
\begin{align*}
\sin(\gamma^b_1) &= (D_0 - D + (L_z/2))/c^b_1, \\
\sin(\gamma^b_2) &= (D_0 - D - (L_z/2))/c^b_2, \\
\sin(\gamma^s_1) &= -(D - (L_z/2))/c^s_1, \\
\sin(\gamma^s_2) &= -(D + (L_z/2))/c^s_2.
\end{align*}
\]  

(A1)

Moreover, $\tau^b_1$ and $\tau^b_2$ in Eq. (5), $q = 1, 2$, are the travel times from bottom and surface scatterers to the $Rx_1$ and $Rx_2$, respectively, which are given by

\[
\begin{align*}
\tau^b_1 &= \frac{\xi^b_1}{c}, \\
\tau^b_2 &= \frac{\xi^b_2}{c}, \\
\tau^s_1 &= \frac{\xi^s_1}{c}, \\
\tau^s_2 &= \frac{\xi^s_2}{c}.
\end{align*}
\]  

(A9)

where $c$ is the sound speed.

By inserting Eqs. (A1)–(A9) into Eq. (5), one obtains the pressure channel frequency-time-space correlation as two integrals over the bottom and surface AOAs $\gamma^b$ and $\gamma^s$, respectively. For any given AOA PDFs $w^b(\gamma^b)$ and $w^s(\gamma^s)$, the two integrals in Eq. (5) can be computed numerically. For some special cases of interest such as vertical and horizontal vector sensor arrays discussed below, Eqs. (A1)–(A8) can be significantly simplified. This allows to calculate the integrals in Eq. (5) analytically.\(^{34}\)

A. Vertical vector sensor array

For $L_z \ll \min(D, D_0 - D)$, $L_y = 0$ and using $\sqrt{1 + x} \approx 1 + (x/2)$ when $|x| \ll 1$, distances $\xi^b_1$, $\xi^b_2$, $\xi^s_1$, and $\xi^s_2$ given in Eqs. (A5)–(A8) can be approximated as

\[
\begin{align*}
\cos(\gamma^b_1) &= [(D_0 - D) \cot(\gamma^b) - (L_y/2)]/\xi^b_1, \\
\cos(\gamma^b_2) &= [(D_0 - D) \cot(\gamma^b) + (L_y/2)]/\xi^b_2, \\
\cos(\gamma^s_1) &= -[D \cot(\gamma^s) + (L_y/2)]/\xi^s_1, \\
\cos(\gamma^s_2) &= -[D \cot(\gamma^s) - (L_y/2)]/\xi^s_2,
\end{align*}
\]  

(A3)

where $\cot(\cdot) = \cos(\cdot)/\sin(\cdot)$. Moreover, $\xi^b_1$, $\xi^s_1$, $\xi^b_2$, and $\xi^s_2$ are rays travel distances from the sea bottom and surface to $Rx_1$ and $Rx_2$, respectively, and can be expressed as

\[
\begin{align*}
\xi^b_1 &= \sqrt{\frac{(D_0 - D)^2 + L^2 \sin^2(\gamma^b) - 2(D_0 - D)D \cos \left(\frac{\pi}{2} + \gamma^b - \arctan \left(\frac{L_y}{L_z}\right)\right) \sin(\gamma^b)}{\sin(\gamma^b)}}, \\
\xi^b_2 &= \sqrt{\frac{(D_0 - D)^2 + L^2 \sin^2(\gamma^b) - 2(D_0 - D)D \cos \left(\frac{\pi}{2} - \gamma^b + \arctan \left(\frac{L_y}{L_z}\right)\right) \sin(\gamma^b)}{\sin(\gamma^b)}}, \\
\xi^s_1 &= -\sqrt{\frac{D^2 + L^2 \sin^2(\gamma^s) - 2DL \cos \left(\frac{\pi}{2} + \gamma^s - \arctan \left(\frac{L_y}{L_z}\right)\right) \sin(\gamma^s)}{\sin(\gamma^s)}}, \\
\xi^s_2 &= -\sqrt{\frac{D^2 + L^2 \sin^2(\gamma^s) - 2DL \cos \left(\frac{\pi}{2} - \gamma^s + \arctan \left(\frac{L_y}{L_z}\right)\right) \sin(\gamma^s)}{\sin(\gamma^s)}}.
\end{align*}
\]  

(A5)–(A8)

Then substitution of Eq. (A10) into Eqs. (A1)–(A4) and (A9), results in

\[
\begin{align*}
\sin(\gamma^b_1) - \sin(\gamma^b_2) &\approx L_z \sin^3(\gamma^s)/2D_0, \\
\sin(\gamma^s_2) - \sin(\gamma^s_1) &\approx -L_z \sin^3(\gamma^s)/2D, \\
\sin(\gamma^b_1) + \sin(\gamma^s_1) &\approx 2 \sin(\gamma^b), \\
\sin(\gamma^s_2) + \sin(\gamma^s_1) &\approx 2 \sin(\gamma^s), \\
\tau^b_1 - \tau^b_2 &\approx L_z \sin(\gamma^b)/c, \\
\tau^s_1 - \tau^s_2 &\approx L_z \sin(\gamma^s)/c, \\
\tau^b_1 - \tau^b_2 &\approx (D_0 - D)/c \sin(\gamma^b), \\
\tau^s_2 &\approx -D/\left(c \sin(\gamma^s)\right).
\end{align*}
\]  

(A11)–(A14)
B. Horizontal vector sensor array

Similarly, when \( L_y \ll \min(D, D_0 - D) \) and \( L_y = 0 \), the distances \( \xi_1^b, \xi_2^b, \xi_1^y, \) and \( \xi_2^y \) given in Eqs. (A5)–(A8) can be similarly approximated by

\[
\begin{align*}
\xi_1^b &\approx (D_0 - D) - (L_y \sin(\gamma^b) \cos(\gamma^b))/2 \sin(\gamma^b), \\
\xi_2^b &\approx (D_0 - D) + (L_y \sin(\gamma^b) \cos(\gamma^b))/2 \sin(\gamma^b), \\
\xi_1^y &\approx -D + (L_y \sin(\gamma^y) \cos(\gamma^y))/2 \sin(\gamma^y), \\
\xi_2^y &\approx -D - (L_y \sin(\gamma^y) \cos(\gamma^y))/2 \sin(\gamma^y).
\end{align*}
\] (A15)

Substitution of Eq. (A5) into Eqs. (A1)–(A4) results in

\[
\begin{align*}
\sin(\gamma_2^b) - \sin(\gamma_1^b) &\approx -\frac{L_y}{D_0 - D} \left( \frac{\cos(\gamma^b) - \cos(3\gamma^b)}{4} \right), \\
\sin(\gamma_2^y) - \sin(\gamma_1^y) &\approx \frac{L_y}{D} \left( \frac{\cos(\gamma^y) - \cos(3\gamma^y)}{4} \right), (A16)
\end{align*}
\]

\[
\begin{align*}
\cos(\gamma_2^b) + \cos(\gamma_1^b) &\approx 2 \cos(\gamma^b), \\
\cos(\gamma_2^y) + \cos(\gamma_1^y) &\approx 2 \cos(\gamma^y), (A17)
\end{align*}
\]

\[
\begin{align*}
\tau_1^b - \tau_2^b &\approx \frac{L_y}{0} \cos(\gamma^b)/c, \\
\tau_1^y - \tau_2^y &\approx \frac{L_y}{0} \cos(\gamma^y)/c, (A18)
\end{align*}
\]

\[
\begin{align*}
\tau_1^y &\approx (D_0 - D)/c \sin(\gamma^y), \\
\tau_1^y &\approx -D/c \sin(\gamma^y). (A19)
\end{align*}
\]

Using Eqs. (A10)–(A19) and for Gaussian AOA PDFs with small angle spreads, on can solve the integrals in Eq. (5) in closed forms. Differentiation with respect to \( L_y \) or \( L_y \) provides integral-free expressions for \( z \)- and \( y \)-particle velocity channels, respectively.

APPENDIX B: COMPARISON OF VELOCITY CHANNEL ZCRS

To better understand delay and Doppler spreads of acoustic particle velocity channels, here we consider the practical case where most of the rays in shallow water come along the horizontal direction. This implies that mean AOAs are relatively small, which enable us to further analyze velocity channel ZCRs. Similarly to Sec. V, we consider the case where the bottom rays are dominant. With pressure channel ZCR as a reference, in what follows we compare the ZCRs of particle velocity channels.

A. Frequency-domain ZCRs

Without less of generality and to simplify the notation, we consider the square root value of ZCRs. Using Eqs. (41)–(43), the frequency-domain ZCRs of velocity channels with respect to the pressure channel can be written as

\[
\left( \frac{n_{Re_p}^z}{n_{Re_p}^y} \right)^2 = \frac{1}{\csc^2(\mu_b) + (\cos(2\mu_b) + 2) \csc^4(\mu_b) \sigma_b^2 - \cos(2\mu_b) \sigma_b^2}. (B1)
\]

Using Eq. (B3), ZCR of the \( z \)-velocity channel can be smaller than the pressure channel, whereas Eq. (B4) shows the ZCRs of the \( y \)-velocity channel and pressure channels are nearly the same. These are consistent with the observations made in Sec. V.

B. Time-domain ZCRs

Based on Eqs. (44)–(46), time-domain ZCRs of \( z \)- and \( y \)-velocity channels with respect to the pressure channel are given as

\[
\begin{align*}
\left( \frac{n_{Re_p}^z}{n_{Re_p}^y} \right)^2 &= \frac{\cos^2(\mu_b - \varphi) \sin^2(\mu_b) + 0.5(\cos(2\mu_b) + 2 \cos(4\mu_b - 2\varphi) - \cos(2\mu_b - 2\varphi)) \sigma_b^2}{(\cos^2(\mu_b - \varphi) + \cos(2\mu_b - 2\varphi) \sigma_b^2)(\sin^2(\mu_b) + \cos(2\mu_b) \sigma_b^2)}, (B5)
\end{align*}
\]

\[
\begin{align*}
\left( \frac{n_{Re_p}^z}{n_{Re_p}^y} \right)^2 &= \frac{\cos^2(\mu_b) \cos^2(\mu_b - \varphi) - 0.5(\cos(2\mu_b) + 2 \cos(4\mu_b - 2\varphi) + \cos(2\mu_b - 2\varphi)) \sigma_b^2}{(\cos^2(\mu_b - \varphi) + \cos(2\mu_b - 2\varphi) \sigma_b^2)(\cos^2(\mu_b) - \cos(2\mu_b) \sigma_b^2)}, (B6)
\end{align*}
\]
For $\varphi = 0$ and using the first order Taylor series mentioned previously, Eqs. (B5) and (B6) can be simplified to

$$\left( \frac{n_{Re}[p]}{n_{Re}[p]} \right)^2 \approx \frac{1}{1 + \sigma_b^2}, \quad \text{(B7)}$$

$$\left( \frac{n_{Re}[p]}{n_{Re}[p]} \right)^2 \approx 1 - 2\sigma_b^2, \quad \text{(B8)}$$

On the other hand, $\varphi = \pi/2$ simplifies Eqs. (B5) and (B6) to

$$\left( \frac{n_{Re}[p]}{n_{Re}[p]} \right)^2 \approx \frac{1}{1 - (\sigma_b/\mu_b)^2}, \quad \text{(B9)}$$

$$\left( \frac{n_{Re}[p]}{n_{Re}[p]} \right)^2 \approx \frac{1 + (\sigma_b/\mu_b)^2}{1 - (\sigma_b/\mu_b)^2}. \quad \text{(B10)}$$

Here we observe that when the receiver moves horizontally toward the transmitter, ZCRs of $z$- and $y$-velocity channels are almost the same as the pressure channel ZCR, according to Eqs. (B7) and (B8). When the receiver moves vertically toward the bottom, there ratios could be somewhat different. Given the shallow depth of the channel, this holds only over a short period of time.