Parametric Doppler Spread Estimation in Mobile Fading Channels
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Abstract—In this work, a parametric method is proposed to estimate the Doppler spread, or the mobile speed by modeling the received data at the base station as an autoregressive process. The method can be extended to a spatial-temporal parametric Doppler spread estimator when multiple antennas are available at the base station. Compared to the nonparametric estimator based on periodogram method, the parametric estimator can achieve a higher resolution, providing more accurate mobile speed information without increasing the computation complexity.

I. INTRODUCTION

The Doppler spread, or equivalently, the mobile speed, is a measure of the spectral dispersion of a mobile fading channel. Accurate estimation of the mobile speed, or the maximum Doppler frequency, which indicates the rate of wireless mobile channel variations, is important for many applications such as handoff, adaptive modulation and equalization, power control [1] [2], etc. In [1], a nonparametric mobile speed estimator based on the periodogram method is proposed by exploiting the unique feature of the Doppler spectrum of mobile fading channels. Compared with conventional crossing-based and covariance-based speed estimator, this technique is not only robust against the noise, but also insensitive to nonisotropic scattering observed at the mobile station (MS), providing significant performance improvement. In [2] the estimator based on periodogram method is extended from temporal-only speed estimator of [1] to a spatio-temporal estimator, using multiple antennas at the base station (BS) of macrocell-type environments. From a signal precessing aspect, the proposed speed estimators in [1] [2] are related to the spectral analysis problem. Compared to the nonparametric spectral analysis methods, parametric methods have advantages in providing better resolution of multiple spectral lines or other narrow features when the amount of data is severely limited, and providing repeatable experiment so that an ensemble of data segments is available [3]. In this work, a parametric doppler spread estimator is proposed by modeling the received data at the base station as an autoregressive (AR) process. By implementing Levinson-Durbin algorithm, the parametric doppler spread estimator is computationally competitive with periodogram method based on Fast Fourier Transform (FFT) [3]. The proposed estimator can be extended to a spatial-temporal parametric Doppler spread estimator when multiple antennas are available at the base station. Simulation results show that compared to the periodogram method, the parametric estimator can achieve a higher resolution, providing more accurate mobile speed information.

II. THE CHANNEL MODEL

The received lowpass complex envelope at the base station (BS) with a single antenna in a noisy Ricean frequency-flat fading channel, in response to an unmodulated carrier transmitted from the mobile station (MS), is given as

\[ y(t) = s(t) + n(t), \]

where \( n(t) \) represents the additive noise and the complex process \( s(t) \) includes the random diffuse component \( h(t) \) and the deterministic line-of-sight (LOS) component. In a two dimensional (2D) propagation environment, where the probability density function (PDF) of the angle-of-arrival (AOA) in the elevation plane is chosen as \( p(\zeta) = \delta(\zeta - \frac{\pi}{2}) \) (In this paper \( \delta(\cdot) \) denotes the Dirac delta function), \( s(t) \) can be given as

\[ s(t) = \sqrt{\frac{P_s}{K+1}} h(t) + \sqrt{\frac{KP_s}{K+1}} \exp(-j(2\pi f_d t \cos \alpha_0 + \varphi_0)), \]

where \( P_s = E[|s(t)|^2] \) is the average signal power, and the Ricean factor \( K \) is the ratio of the LOS power to the diffuse power. \( f_d = \frac{c}{\lambda} \) is the maximum Doppler frequency in Hz, \( \nu \) is the MS speed, \( \lambda \) is the wavelength, \( f_c \) is the carrier frequency, and \( c \) is the speed of light. Furthermore, \( j = \sqrt{-1}, \alpha_0 \) and \( \varphi_0 \) stand for AOA in the azimuth plane and the phase of the LOS component at BS, respectively.

The random diffuse component \( h(t) \) can be represented as

\[ h(t) = \lim_{M \to \infty} \frac{1}{\sqrt{M}} \sum_{m=1}^{M} a_m \exp(-j(2\pi f_d t \cos \theta_m + \varphi_m)), \]

where \( a_m \) are complex random variables, the index \( m \) corresponds to the instant when the mobile location is at angle \( \theta_m \) with the BS and the random variables are assumed to have a zero-mean complex Gaussian distribution with a variance of one.
where \( \{a_m\}_{m=1}^{M} \) are normalized complex constants satisfying \( \lim_{M \to \infty} \sum_{m=1}^{M} |a_m|^2 = 1 \). \( \{\theta_m\}_{m=1}^{M} \) are independent and identically distributed (i.i.d.) angles that the incoming waves make with the mobile direction, with PDF \( p(\theta) \) in the azimuth plane, and \( \{\varphi_m\}_{m=1}^{M} \) are i.i.d. phase uniformly distributed on \([0, 2\pi)\), respectively. Assuming when \( M \) is large, \( h(t) \sim \mathcal{CN}(0, 1) \).

The autocorrelation function of \( s(t) \) is defined as \( r_s(\tau) = E[s(t)s^*(t+\tau)] \) with * denoting complex conjugate. With unit-gain isotropic receive antenna and incorporating the effect of the azimuth plane, and \( \varphi \) is the azimuth angle. Consequently, the power spectral density (PSD) of \( s(t) \) can be written as [5]

\[
r_s(\tau) = \frac{P_s}{K+1} \left( \frac{\pi f_d \sin \alpha}{I_0(\kappa)} \sin \frac{\kappa \pi f_d \tau \cos \alpha}{I_0(\kappa)} \right) + \frac{KP_s}{K+1} \exp\{2\pi f_d \tau \cos \alpha_0 \},
\]

where \( \alpha \in [0, 2\pi) \) is the mean direction of the azimuth AOA, \( \kappa \geq 0 \) determines the width of the azimuth AOA, and \( I_0(\cdot) \) is the zero-order modified Bessel function of the first kind. Consequently, the power spectral density (PSD) of \( s(t) \) can be written by [5]

\[
\Omega_s(f) = \frac{P_s}{K+1} \left( \frac{\pi f_d \sin \alpha}{I_0(\kappa)} \sin \frac{\kappa \pi f_d \tau \cos \alpha}{I_0(\kappa)} \right)^2 + \frac{KP_s}{K+1} \delta(f + f_d \cos \alpha_0), \quad |f| \leq f_d
\]

where \( \cosh(\cdot) \) is the hyperbolic cosine function. When \( K = 0 \), \( \kappa = 0 \), \( r_s(\tau) = P_s J_0(2\pi f_d \tau) \), where \( J_0(\cdot) \) is the zero-order Bessel function of the first kind. \( \Omega_s(f) \) reduces to the classic Clarke’s model. For Clarke’s model, (5) reduces to the well-known U-shape Doppler spectrum given as [6]

\[
\Omega_s(f) = P_s \pi^{-1} \left( f_d^2 - f^2 \right)^{-\frac{3}{2}}, \quad |f| \leq f_d
\]

By including the incoming waveforms from the elevation plane, the three dimensional (3D) AOA model can be established. Assuming the azimuth and elevation AOAs are uniformly distributed over \([–\pi, \pi)\) and \([\frac{\pi}{2}, \pi + \beta] \) with \( \beta \in [0, \frac{\pi}{2}] \), respectively, then \( r_s(\tau) \) becomes [1]

\[
r_s(\tau) = \frac{P_s}{K+1} \left( \frac{1}{2 \sin \beta} \right) \int f_d(2\pi f_d \tau \sin \zeta) \sin \zeta \, d\zeta + \frac{KP_s}{K+1} \exp\{2\pi f_d \tau \cos \alpha_0 \sin \beta_0 \}.
\]

The corresponding PSD of \( s(t) \) for 3D AOA model is [1]

\[
\Omega_s(f) = \frac{P_s}{K+1} \Omega_s(f) + \frac{KP_s}{K+1} \delta(f + f_d \cos \alpha_0 \sin \beta_0),
\]

where

\[
\Omega_h(f) = \left\{ \begin{array}{ll}
\frac{\sin^{-1} \left( \frac{\sin \beta}{\pi f_d \sin \beta} \right)}{\frac{1}{2} f_d \sin \beta}, & 0 \leq |f| < f_d \cos \beta \\
\frac{1}{\pi f_d \sin \beta}, & f_d \cos \beta \leq |f| \leq f_d
\end{array} \right.
\]

III. THE PARAMETRIC SPEED ESTIMATION

Since there are two singularities at \( f = \pm f_d \) of the basic fading spectrum with the 2D isotropic scattering in (6), and the peak of \( \Omega_s(f) \) at the maximum Doppler frequency exists, irrespective of the nonisotropic scattering, 3D propagation model and PDF of the noise. Consequently, the estimated Doppler spread \( f_d \) is the frequency at which the estimated spectrum of the sampled data \( y[n] \) of (1) achieves its maximum [1]. In [1] [2], the periodogram based nonparametric spectrum estimation technique is chosen due to its simplicity. In this paper, we model the sampled data \( y[n] \) as a discrete AR process. By implementing the Levinson-Durbin algorithm [3] [4], the parametric Doppler spread estimator is computation-ally competitive with periodogram method, but provides more accurate mobile speed information with limited amount of data.

Denote \( \{y[n]\}_{n=0}^{N-1} \) as the \( N \) samples of \( y(t) \) within duration \( T \). The \( P \)th order AR model of the time-series \( y[n] \) is the difference equation

\[
y[n] + a_1 y[n-1] + \ldots + a_P y[n-P] = bv[n],
\]

where \( v[n] \sim \mathcal{CN}(0, 1) \). Following the same autocorrelation definition as \( r_s(\tau) = E[s(t)s^*(t+\tau)] \) for consistency, the autocorrelation function \( r_y(k) = E\{y[n]y^*[n+k]\} \) can be estimated by means of the time-average formula

\[
r_y(k) = \frac{1}{N} \sum_{n=0}^{N-k-1} y[n]y^*[n+k], \quad k = 0, 1, \ldots, P
\]

The AR parameters \( \{a_p\}_{p=1}^P \) can be obtained by solving the Yule-Walker equations given by [4]

\[
\begin{pmatrix}
\hat{r}_y(0) & \hat{r}_y(1) & \ldots & \hat{r}_y(P-1) \\
\hat{r}_y(1) & \hat{r}_y(0) & \ldots & \hat{r}_y(P-2) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{r}_y(P-1) & \hat{r}_y(P-2) & \ldots & \hat{r}_y(0)
\end{pmatrix} \begin{pmatrix} a_1 \ a_2 \ a_3 \ \ldots \ a_P \end{pmatrix} = \begin{pmatrix} \hat{r}_y(1) \ \hat{r}_y(2) \ \hat{r}_y(3) \ \ldots \ \hat{r}_y(P) \end{pmatrix}.
\]

The Yule-Walker equations can be efficiently solved by implementing Levinson-Durbin algorithm. The details of the algorithm can be found in [3] [7]. Once the AR parameters \( \{a_p\}_{p=1}^P \) are available, the PSD for \( y[n] \) can be obtained as

\[
S_y(f') = \frac{b^2}{1 + \sum_{p=1}^{P} a_p e^{-j2\pi p f'}} \quad |f'| \leq \frac{1}{2}
\]

In the absence of aliasing, \( S_y(f') \) is the scaled version of the PSD of the continuous \( y(t) \), \( \Omega_y(f) \), given by [8]
\[ S_y(f') = f_s \Omega_y(f'f_s), \quad |f'| \leq \frac{1}{2} \] (12)

where \( f_s = \frac{N}{T} \) is the sampling frequency. The parametric Doppler spread estimator is given as

\[ \hat{f}_d = f_s |\arg \max_{f'} S_y(f')| \]. (13)

Although parametric method based on AR model can provide superior spectral resolution performance compared to periodogram method, there is a fundamental trade-off between resolution and reliability. In practice some order-determining criteria by employing the sum of squared prediction errors, such as final prediction error criterion (FPE), type A information criterion (AIC), and autoregressive transfer function criterion (CAT) can be used [3].

IV. The Space-Time Parametric Speed Estimation

The proposed estimator can be extended to a spatial-temporal parametric Doppler spread estimator. Considering there is a uniform linear array (ULA) with \( L \) omnidirectional unit-gain antennas at BS, the received lowpass complex envelope at the \( l \)-th antenna of BS in a noisy Ricean frequency-flat fading channel, in response to an unmodulated carrier transmitted from MS, is

\[ y_l(t) = s_l(t) + n_l(t), \quad l = 1, 2, \ldots, L \] (14)

In a 2D propagation environment, \( s_l(t) \) can be represented as [2]

\[ s_l(t) = \sqrt{\frac{P_s}{K+1}} h_l(t) + \sqrt{\frac{K P_s}{K+1}} \exp\{ -j 2\pi f_d t \cos \alpha_0 \} \times \exp\{ 2\pi (l-1)(d/\lambda) \cos \alpha_0 + j\varphi_0 \}, \] (15)

where \( d \) is the spacing between adjacent antennas. Assuming the azimuth AOA \( \theta \) has von Mises distribution, the space-time cross-correlation function between the received signals at the \( a \)-th and \( b \)-th elements, defined by \( r_s((b-a)\Delta, \tau) = E[s_a(t)s_b^\ast(t+\tau)] \) with \( \Delta = d/\lambda \), is derived as [9]

\[ r_s((b-a)\Delta, \tau) = \frac{K P_s}{K+1} \exp\{ j(u+\bar{v}) \cos \alpha_0 \} + \frac{P_s}{K+1} \times I_0(\kappa) \frac{\sqrt{\kappa^2 - u^2 - \bar{v}^2 - 2uv + \kappa^2 (u+\bar{v}) \cos \alpha}}{I_0(\kappa)} \] (16)

where \( u = 2\pi f_d \Delta, \bar{v} = 2\pi (a-b) \Delta \) with \( 1 \leq a \leq b \leq L \). In a heavily nonisotropic scattering environments where the angle spread at BS is generally small and \( \kappa \) takes large value, the PDF of the diffuse AOA at BS, \( p(\theta) \), can be approximated by a Gaussian distribution with mean \( \alpha \) and variance \( \frac{1}{\kappa} \) [9]. In this case, it is reasonable to assume \( \alpha_0 = \alpha \). By setting \( \tau = 0 \) in (16) and assuming \( \{n_l(t)\}_{l=1}^L \) are independent, the spatial cross-correlation function \( r_y((b-a)\Delta, 0) = E[y_a(t)y_b^\ast(t)] \) can be approximated by [9]

\[ r_y((b-a)\Delta, 0) \approx \frac{P_s}{K+1} \exp\{ -\frac{\kappa^2 \sin^2 \alpha}{2} \} + K P_s \exp\{ j u \cos \alpha \}, \] (17)

For large \( \kappa \), PSD of \( h_l(t) \), \( \Omega_{h_l}(f) \) can be written as [2]

\[ \Omega_{h_l}(f) = \frac{P_s}{2\pi} \sqrt{\frac{\kappa}{f_d^2 - f^2}} \exp\{ \frac{-\kappa (\cos^{-1}(\frac{f_d}{f}))^2}{2} \}, \] (18)

where positive \( \alpha \) and \( \theta \) are chosen. It achieves its maximum around \( \hat{f}_{l,\alpha} = f_d \cos \alpha \) [2]. Similarly, we model the received signal \( y_l(t) \) in (14) as an AR process, and the AR parameters \( \{a_{l,p}\}_{p=1}^L \) can be obtained by the N samples of \( y_l(t), \{y_l[n]\}_{n=0}^{N-1} \) within duration \( T \). Once the AR parameters \( \{a_{l,p}\}_{p=1}^L \) are available, the PSD of \( y_l[n] \), \( S_y(f') \) can be obtained. Consequently, \( \hat{f}_{l,\alpha} \) can be obtained by using the proposed method in the previous section as

\[ \hat{f}_{l,\alpha} = f_s |\arg \max_{f'} S_{y_l}(f')|, \quad l = 1, 2, \ldots, L \] (19)

From (17) \( \cos \alpha \) can be estimated via

\[ \frac{\cos \alpha}{\cos \alpha} = \frac{\hat{\kappa}}{2\pi}, \] (20)

where \( \hat{\kappa} \) denotes the phase of a complex value and \( \hat{\kappa} \) is the estimate of \( \kappa \). Given by

\[ \hat{\kappa} = \frac{1}{L-1} \sum_{l=1}^{L-1} \hat{r}_{y_l}(\Delta, 0), \] (21)

where \( \hat{r}_{y_l}(\Delta, 0) = \frac{1}{N} \sum_{n=0}^{N-1} y_l[n]y_l^\ast[n], l = 1, 2, \ldots, L \), is the \( l \)-th adjacent antenna pair estimate of \( r_y(\Delta, 0) \). Consequently, \( f_d \) can be estimated by

\[ \hat{f}_d = \frac{\hat{\kappa}}{\cos \alpha}, \] (22)

where \( \hat{f}_d = \frac{1}{L} \sum_{l=1}^{L} \hat{f}_{l,\alpha}, \hat{f}_{l,\alpha} \) and \( \cos \alpha \) are given in (19) and (20), respectively.

V. Simulation Results

In the simulations, 500 independent realizations of a zero-mean complex Gaussian process are generated using the spectral method [10], with \( N = 256 \) samples per realization, over \( T = 1 \) second. The noise is bandlimited Gaussian with a flat spectrum. The average noise power is \( P_n \), and \( \text{SNR} = \frac{P_s}{P_n} \). Assuming the largest possible Doppler spread \( f_d \) is 125 Hz, and the receiver bandwidth is fixed at 125 Hz.

Fig.1 demonstrates that the estimated PSD of the received data at BS based on the AR model matches the theoretic U-shape doppler spectrum of Clark’s model very well when \( K = 0, \alpha = 0^\circ \) and doppler spread \( f_d = 65 \text{ Hz} \). Here only the positive frequency part is given due to symmetry of the
spectrum, and theoretic PSD is obtained based on (6) without noise while the PSD estimates are obtained when SNR = 10 dB. It can be observed that the frequency to achieve the maximum of PSD moves from 61 Hz to 65 Hz when order \( P \) increases from 5 to 35. Consequently, \( P = 35 \) is chosen to obtain Fig.3 \~ Fig.5. Fig.2 shows that the prediction error decreases monotonically when order \( P \) increases.

Fig.3 (a) and Fig.4 (a) are obtained in a 2D isotropic scattering propagation environment and Fig.5 is obtained in a 3D propagation environment. It should be noted that the information of both positive and negative frequency is used due to the symmetry of the spectrum to improve the performance when \( K = 0 \) and \( \kappa = 0 \), as seen in (6) and (8), respectively. It can be seen that the parametric estimator based on the AR model has lower root mean squared error (RMSE), providing more reliable Doppler spread estimate than periodogram method. In addition, the parametric estimator also provides more reliable estimate in nonisotropic scattering environment, as shown in Fig.3 (b) and Fig.4 (b) when \( K = 0 \), \( \kappa = 5 \) and \( \alpha = 36^\circ \).

Fig.6 demonstrates the PSD estimates of the received data at BS based on the AR model and the periodogram method, matching the theoretic spectrum when \( K = 0 \), \( \kappa = 100 \), \( \alpha = 60^\circ \) and Doppler spread \( f_d = 80 \text{ Hz} \). Here only the positive frequency part is given for simplicity, and theoretic PSD is obtained based on (18) without noise while the PSD estimates are obtained when SNR = 10 dB. It should be noted that the frequency to achieve the maximum PSD is around \( f_d \cos \alpha = 40 \text{ Hz} \). It can be observed that the frequency to achieve the maximum of the PSD based on AR model moves to 40 Hz when order \( P = 2 \), which is chosen to obtain Fig.7 and Fig.8.

When multiple antennas at BS are available, significant performance improvement can be obtained by using spatial information to estimate \( \cos \alpha \) as \( L \) changes from 1 to 2, but further increase of \( L \) does not result in much performance gain \[1\]. Consequently, only \( L = 2 \) is considered in the simulations. The space-time parametric method provides superior performance compared to the space-time estimator based on periodogram method in large Doppler spread scenario, as shown in Fig.7. Fig.8 shows RMSE of proposed method is 3 Hz lower than that of the periodogram method when SNR is larger than 5 dB.

VI. CONCLUSION

This paper investigates the feasibility of a parametric Doppler spread estimator by modeling the received data at BS as an AR process. The proposed parametric estimator can be extended to a space-time parametric Doppler spread estimator by taking advantage of the spatial information when multiple antennas at BS are available. Simulation results show that the parametric estimator can provide more reliable speed information of the mobile user than periodogram method.

REFERENCES


Fig. 3. RMSE as a function of $f_d$ over a noisy Rayleigh fading channel in a 2D propagation environment. $K = 0$, SNR = 10 dB, and $P = 35$.

Fig. 4. RMSE as a function of SNR over a noisy Rayleigh fading channel in a 2D propagation environment. $f_d = 65$ Hz, $K = 0$, and $P = 35$.

Fig. 5. RMSE as a function of $f_d$ over a noisy Rayleigh fading channel in a 3D propagation environment. $\beta = \{5^\circ, 25^\circ\}$, $K = 0$, $\kappa = 0$, $\alpha = 0^\circ$, SNR = 10 dB, and $P = 35$.

Fig. 6. PSD estimates of the received data at BS based on periodogram and AR model with different order $P$, and the theoretic PSD when $f_d = 80$ Hz, respectively. $K = 0$, $\kappa = 100$, $\alpha = 60^\circ$, $P = \{1, 2, 3\}$ and SNR = 10 dB.

Fig. 7. RMSE as a function of $f_d$ over a noisy Rayleigh fading channel with $L = 2$ antennas. $K = 0$, $\kappa = 100$, $\alpha = 60^\circ$, $\Delta = 0.5$, SNR = 10 dB, and $P = 2$.

Fig. 8. RMSE as a function of SNR over a noisy Rayleigh fading channel with $L = 2$ antennas. $f_d = 65$ Hz, $K = 0$, $\kappa = 100$, $\alpha = 60^\circ$, $\Delta = 0.5$, and $P = 2$. 