Abstract - The problem of blind analog and digital modulation classification is tackled in this paper. A cyclostationarity-based classifier is proposed, which does not require estimation of carrier phase and frequency offset, signal and noise powers, and timing recovery as preprocessing tasks. Numerical simulations are performed to validate theoretical developments.

I. INTRODUCTION

Blind modulation classification (MC) is a major task of an intelligent receiver, with both military and commercial applications [1]. A modulation classifier essentially involves two steps, i.e., signal preprocessing and modulation recognition. Preprocessing tasks may include estimation of carrier phase and frequency offset, signal and noise powers, timing recovery, etc. Depending on the classification algorithm employed in the second step, different preprocessing tasks can be required. Classification algorithms which rely less on preprocessing are sought. Research on MC has been carried out for at least a decade [1]-[9]. Many algorithms proposed in the literature address the digital modulation classification problem [1]-[5]. A survey of such classification techniques is presented in [1]. Nonetheless, classification of analog and digital modulations is of interest, as some existing systems still use analog communication techniques. Algorithms for the recognition of analog and digital modulations are also proposed in the literature [5]-[8]. However, the performance of most of these algorithms is presented under the assumption of perfect preprocessing, and it can substantially degrade with model mismatches, such as carrier phase and frequency offset.

In this paper, we propose a novel algorithm, which exploits signal cyclostationarity for analog and digital modulation classification. The algorithm does not require estimation of carrier phase, frequency offset, signal and noise powers, and timing recovery in the preprocessing step, and is applicable to the following pool of modulations: amplitude modulation (AM), double sideband (DSB), single sideband (SSB), M-ary phase shift keying (M-PSK) and M-ary quadrature amplitude modulation (M-QAM).

The rest of the paper is organized as follows. The signal model and corresponding statistical characterization are presented in Section II, the proposed cyclostationarity-based classification algorithm is introduced in Section III, simulation results are given in Section IV, and conclusions are drawn in Section V. Temporal cyclostationarity parameters are defined in Appendix A, and results for the first- and/or second-order cyclostationarity of the signals of interest are derived in Appendix B.

II. SIGNAL MODEL AND CORRESPONDING STATISTICAL CHARACTERIZATION

A. Signal Model

Let the received baseband waveform \( r^{(i)}(t) \) be the sum
\[
r^{(i)}(t) = e^{j\theta} e^{j2\pi f_c t} s^{(i)}(t) + w(t),
\]
where \( \theta \) is the carrier phase, \( \Delta f_c \) is the carrier frequency offset, \( s^{(i)}(t) = s^{(i)}_{\text{IQ}}(t) + j s^{(i)}_{\text{Q}}(t) \) is the transmitted signal with modulation \( i \), \( w(t) = w_I(t) + j w_Q(t) \) is zero-mean complex Gaussian noise of power \( N \), with indexes \( I \) and \( Q \) standing for in-phase and quadrature, respectively, and \( j = \sqrt{-1} \). The in-phase and quadrature noise components, \( w_I(t) \) and \( w_Q(t) \), are zero-mean uncorrelated Gaussian processes, and uncorrelated with \( s^{(i)}(t) \).

The transmitted signal is given by \( s^{(i)}(t) = A(I + \mu_x x(t)) \) for \( i=\text{AM} \), \( s^{(i)}(t) = A x(t) \) for \( i=\text{DSB} \), \( s^{(i)}(t) = A(x(t) \pm j \bar{x}(t)) \) for \( i=\text{SSB} \), and \( s^{(i)}(t) = A \sum s^{(i)}_{\text{PSK/QAM}}(t-kT-t) \) for \( i=\text{PSK/QAM} \), where \( A \) is the signal amplitude, \( \mu_x \) is the modulation index, \( x(t) \) is the zero-mean real-valued band-limited modulating signal, \( \bar{x}(t) \) is the Hilbert transform of \( x(t) \), \( p_{\text{TX}}(t) \) is the transmit pulse shape, \( T \) is the symbol period, \( \varepsilon T \) represents a timing error, with \( 0 \leq \varepsilon < 1 \), \( s^{(i)}_{\text{IQ}} = s^{(i)}_{\text{I}} + j s^{(i)}_{\text{Q}} \) is the symbol transmitted within the \( k \)th period, drawn from the signal constellation \( i \), \( i=\text{PSK/QAM} \), and \( M \) is the number of points in the signal constellation [10]. The data symbols \( \{s_k^{(i)}\} \) are assumed to be zero-mean independent and identically distributed random variables, with \( \{s_k^{(i)}\} \) and \( \{s_k^{(i)}\} \) uncorrelated.

At the receive-side, normalization of the signal is carried out with respect to the received signal power to remove any scale factor from data, and then, sampling is performed at a sampling rate \( f_s \) (no aliasing occurs [11]). The normalized discrete-time signal is
\[
r^{(i)}(k) = r^{(i)}(t)/\sqrt{S + N}(1 + e^{-1}), \quad \text{with} \ S \ \text{as the signal power}.
\]
B. Cyclostationarity of Signals of Interest

Results derived in Appendix B for the first- and/or second-order cyclic temporal cumulant functions (CTCFs) of the signals of interest are presented in the sequel, with emphasis on their application to modulation classification.

The first-order/zero-conjugate CTCFs of AM, DSB, SSB, M-PSK, and M-QAM normalized discrete-time received signals, at cycle frequency (CF) $\tau$, are as follows,

$$c_{\text{AM}}(\beta; \tau)_{2,0} = A e^{i \theta} (S + N)^{-1/2}, \text{ with } \beta = \Delta f \tau^{-1},$$

(2)

and

$$c_{\text{i,joint}}(\beta; \tau)_{2,0} = 0, \text{ any } \beta, i = \text{DSB, SSB, M-PSK, M-QAM}. \quad (3)$$

One can thus conclude that the received AM signal exhibits first-order cyclostationarity, whereas all other signals of interest do not. This property of the AM signal is exploited for its recognition.

The second-order/zero-conjugate CTCFs of DSB, SSB, M-PSK, M-QAM, $M \geq 4$, and BPSK normalized discrete-time received signals, at CF $\beta$ and delay $\tau$, are as follows,

$$c_{\text{DSB}}(\beta; \tau)_{2,0} = A^2 (S + N)^{-1} e^{i2\theta} e^{\frac{\Delta f}{2}} m_i (\tau_{2,0}^{-1}),$$

(4)

with $\beta = 2\Delta f \tau^{-1}$, and $m_i (\tau_{2,0}^{-1})$, as the second-order/zero-conjugate moment of $x(k) = x(t)|_{\tau_{2,0}^{-1}}$, $c_{\text{i,joint}}(\beta; \tau)_{2,0} = 0$, any $\beta$, $i = \text{SSB, M-PSK, M-QAM, M \geq 4}$, and

$$c_{\text{i,BPSK}}(\beta; \tau)_{2,0} = A^2 (S + N)^{-1} f_s^{-1} e^{-j2\pi f_{sk}T}$$

$$\times e^{i2\theta} m_i (\tau_{2,0}^{-1}) \sum_{k=0}^{\infty} P_{TX} (k) P_{RX} (k + \tau) e^{-j2\pi f_{sk}k},$$

(6)

with $\beta = \gamma + 2\Delta f \tau^{-1}$, $\gamma = f_s^{-1}k/T$, $k$ integer, and

$$P_{TX} (k) = P_{RX} (k) \big|_{\tau_{2,0}^{-1}}.$$

Thus, for $i = \text{DSB and BPSK}$, $c_{\text{i,joint}}(\beta; \tau)_{2,0} = 0$ at CFs $\beta = 2\Delta f \tau^{-1}$ and $2\Delta f \tau^{-1}$, due to the finite length of data sequence, whereas for $i = \text{SSB, M-PSK,}$ and M-QAM, $M \geq 4$, $c_{\text{i,joint}}(\beta; \tau)_{2,0} = 0$, any $\beta$. This property is exploited here to distinguish between DSB, BPSK and SSB, M-PSK, M-QAM, $M \geq 4$.

The second-order/one-conjugate CTCFs of DSB, SSB, M-PSK and M-QAM normalized discrete-time received signals, at CF $\beta$ and delay $\tau$, are as follows,

$$c_{\text{DSB}}(\beta; \tau)_{2,1} = A^2 (S + N)^{-1} e^{i2\theta} m_i (\tau_{2,1}^{-1})$$

$$+ c_{\text{i}}(\beta; \tau)_{2,1},$$

(7)

with $\beta = 0$, $m_i (\tau_{2,1}^{-1})$, as the second-order/one-conjugate moment of $x(k)$ and $c_{\text{i}}(\beta; \tau)_{2,1}$, as the of second-order/one-conjugate cyclic cumulant of $w(k) = w(t)/\sqrt{S + N}_{|_{\tau_{2,1}^{-1}}}$, at CF $\beta$ and delay $\tau$,

$$c_{\text{ssb}}(\beta; \tau)_{2,1} = A^2 (S + N)^{-1} e^{i2\theta} m_i (\tau_{2,1}^{-1})$$

$$+ c_{\text{i}}(\beta; \tau)_{2,1},$$

(8)

with $\beta = 0$, and $m_i (\tau_{2,1}^{-1})$ as the Hilbert transform of $m_i (\tau_{2,1}^{-1})$, and

$$c_{\text{i,BPSK}}(\beta; \tau)_{2,1} = A^2 (S + N)^{-1} f_s^{-1} e^{-j2\pi f_{sk}T} e^{i2\theta}$$

$$\times \sum_{k=0}^{\infty} P_{TX} (k) P_{RX} (k + \tau) e^{-j2\pi f_{sk}k} + c_{\text{i}}(\beta; \tau)_{2,1},$$

(9)

with $\beta = \gamma + 2\Delta f \tau^{-1}$, $k$ integer, $i = \text{M-PSK, M-QAM, M \geq 2}$, and $*$ as the complex conjugate.

Thus, for $i = \text{DSB and SSB}$, $c_{\text{i,joint}}(\beta; \tau)_{2,1} = 0$ at $\beta = 0$ only, whereas for $i = \text{M-PSK, M-QAM, M \geq 2}$, $c_{\text{i,joint}}(\beta; \tau)_{2,1} = 0$ at $\beta = f_s^{-1}k/T$, $k$ integer. This property is exploited to distinguish between DSB and BPSK, as well as between SSB and M-PSK, M-QAM, $M \geq 4$.

III. PROPOSED CYCLOSTATIONARITY-BASED CLASSIFIER

The binary decision tree algorithm proposed for blind recognition of analog and digital modulations is depicted in Fig. 1. At each node of the tree, signal cyclostationarity is exploited to make a decision on the modulation format of the received signal.

A. Binary Decision-Tree Classification Algorithm

At Node 1 of the tree, discrimination between AM and DSB, SSB, M-PSK, M-QAM, $M \geq 2$, is performed, by exploiting the presence of a CF in the first-order/zero-conjugate CTCF of the AM signal. The recognition process is blindly performed, consisting of the following two steps:

Step I: The magnitude of the first-order/zero-conjugate CTCF is estimated from the finite length received data sequence, at candidate CFs $\beta$, over the $[-1/2, 1/2)$ range. For an AM signal, a peak occurs in this magnitude at CF $\beta = \Delta f$ $f_s^{-1}$, and its value decreases with a reduction in the signal to noise ratio (SNR), defined as SNR = $S/N$ (see (2)). Thus, below a certain SNR, the value of this peak becomes comparable with the statistically insignificant spikes, which appear in the estimated CTCF magnitude at candidate CFs $\beta' \neq \beta$, due to the finite length of data sequence (examples are provided for illustration in Section IV). If a peak is detected in the estimated magnitude of the first-order/zero-conjugate CTCF, Step II is applied to the candidate CF corresponding to this peak. Otherwise, it is decided that the modulation format is not AM.

Step II: The cyclostationarity test developed in [12] is used to test the candidate CF corresponding to the peak detected in Step I.

---

1 Definition of the temporal cyclostationarity parameters is given in Appendix A.
2 Note that the integer $k$ takes values in a denumerable set, which depends on the cyclostationarity order and signal bandwidth [2].
Details on this test are given in Section III. B. If the tested candidate CF, \( \beta' \), is decided to be indeed a CF, \( \beta \), the signal is identified as AM; otherwise, as belonging to the DSB, SSB, M-PSK, M-QAM signal class.

At Node 2, discrimination between DSB, BPSK, and SSB, M-PSK, M-QAM, \( M \geq 4 \), is performed, by exploiting the presence of a CF in the second-order/zero-conjugate CTCF of the DSB and BPSK signals, for zero delay (\( \tau = 0 \)). The classification process is similar to that for Node 1.

At Node 3 and Node 4, discrimination between DSB and BPSK, and SSB and M-PSK, M-QAM, \( M \geq 4 \), is respectively performed, by exploiting the presence of non-zero CFs in the second-order/one-conjugate CTCF of M-PSK and M-QAM signals, \( M \geq 2 \), for zero delay (\( \tau = 0 \)). The classification process is similar to that for Node 1, with Step I applied to the sixth-order/three-conjugate cyclic temporal moment function (CTMF), and Step II to the second-order/one-conjugate CTCF. The second-order/one-conjugate CTCF magnitude is not used in Step I, as its value at non-zero CFs \( \beta = \pm f_{\text{rec}}^{-1}/T \) is low even at high SNR, and peaks corresponding to these CFs cannot be distinguished from the statistically insignificant spikes which appear due to estimation based on a finite length data sequence. Instead, the two symmetric peaks are identified from the sixth-order/three-conjugate CTMF magnitude. The candidate CF which corresponds to the highest peak out of the two is then tested in Step II.

It is to be noted that the classification process does not require knowledge of the carrier phase, frequency offset, signal and noise powers, and timing recovery. In addition, it is to be noted that classification beyond Node 4 can be performed by applying other algorithms proposed in literature, such as [1]-[3] for linear digital modulations, and [7] for SSB signals.

B. Cyclostationarity Test

As mentioned in Section III. A, the cyclostationarity test developed in [12] is used to check the presence of a CF at each node \( l \), \( l = 1,2,3,4 \), of the proposed classification algorithm. The test is formulated as a hypothesis-testing problem, i.e., \( H_0 \): the tested candidate CF \( \beta' \) is not a CF, and \( H_1 \): the tested candidate CF \( \beta' \) is indeed a CF. The test consists of three steps, and is applied here for zero delay, as follow.

Step 1: The \( n \)-th-order/\( q \)-conjugate CTCF is estimated from \( K \) samples, at the candidate CF \( \beta' \) selected in Step I, and for zero delay, i.e., \( \tilde{\zeta}^{(K)}_{\beta',q,n} := \{\Re\{\tilde{c}^{(K)}_{\beta',q,n}\}, \Im\{\tilde{c}^{(K)}_{\beta',q,n}\}\}^5 \) is computed for the tested candidate CF, \( \beta' \). Here \( \dagger \) and -1 denote matrix transpose and inverse, respectively, and \( \tilde{\zeta}^{(K)}_{\beta',q,n} \) is an estimate of the matrix \( \zeta^{(K)}_{\beta',q} \).

\[
\text{Step 2: The statistic } \tilde{\zeta}^{(K)}_{\beta',q,n} = K\tilde{\zeta}^{(K)}_{\beta',q,n} \tilde{\zeta}^{(K)*}_{\beta',q,n} \]

is computed for the tested candidate CF, \( \beta' \). Here \( \dagger \) and -1 denote matrix transpose and inverse, respectively, and \( \tilde{\zeta}^{(K)}_{\beta',q,n} \) is an estimate of the matrix \( \zeta^{(K)}_{\beta',q} \).

where

\[
\zeta^{(K)}_{\beta',q,n} = \begin{bmatrix}
\Re\{(\zeta_{2,0} + \zeta_{2,1})/2\} & \Im\{(\zeta_{2,0} - \zeta_{2,1})/2\} \\
\Im\{(\zeta_{2,0} + \zeta_{2,1})/2\} & \Re\{(\zeta_{2,0} - \zeta_{2,1})/2\}
\end{bmatrix},
\]

and

\[
\Omega_{2,0} := \lim_{K \to \infty} \sum_{k=0}^{K-1} \sum_{\xi=-\infty}^{\infty} \text{Cum}[L_{\beta',q}(k;0)_{n,q}, L_{\beta',q}(k+\xi;0)_{n,q}]
\times e^{-j2\pi k}\xi, \\
\Omega_{2,1} := \lim_{K \to \infty} \sum_{k=0}^{K-1} \sum_{\xi=-\infty}^{\infty} \text{Cum}[L_{\beta',q}(k;0)_{n,q}, L_{\beta',q}^{*}(k+\xi;0)_{n,q}]
\times e^{-j2\pi k}\xi, \\
\]

where \( L_{\beta',q}(k;0)_{n,q} := \prod_{u=0}^{n-1} r^{(u)\nu}(k) \) is the \( n \)-th-order/\( q \)-conjugate lag product of \( r^{(u)}(k) \), for zero delay-vector, with \( (*)_u, u = 1,2,3,4 \), as a possible conjugation, so that the total number of conjugations is \( q \).

Step 3: The statistic \( \tilde{\zeta}^{(K)}_{\beta',q,n} \) is estimated at tested candidate CF \( \beta' \), and for zero delay, is compared against a threshold, \( \Gamma^{(l)} \), \( l = 1,2,3,4 \), for decision-making. If \( \tilde{\zeta}^{(K)}_{\beta',q,n} \geq \Gamma^{(l)} \), one decides that the tested candidate CF is indeed a CF for zero delay; otherwise it is not declared a CF. The threshold is set for a given probability of false alarm, \( P_F^{(l)} = \Pr\{\tilde{\zeta}^{(K)}_{\beta',q,n} \geq \Gamma^{(l)} \mid H_0\} \), \( l = 1,2,3,4 \), by taking into account that \( \tilde{\zeta}^{(K)}_{\beta',q,n} \) has an asymptotic \( \chi^2 \) distribution with two degrees of freedom under \( H_0 \).

IV. SIMULATION RESULTS

A. Simulation Setup

For the generation of analog signals, the modulating signal \( x(t) \) is obtained by low-pass filtering a sequence of zero-mean Gaussian random numbers, with unit variance. The analog signals

\[6 \text{ For the cumulant definition, see, e.g., [13], Ch.2.} \]

\[7 \text{ Note that these equalities are always valid if } n = 1, \text{ whereas only for a zero-mean process if } n = 2. \]

\[8 \text{ For the covariance estimators, see, e.g., [12], eq. (48).} \]
are scaled so that the signal power is 1. For the AM signal, the modulation index $\mu_A$ is randomly chosen between 0 and 1.

For the linear digital modulation class, we simulate BPSK, QPSK, 8-PSK, 16-QAM and 64-QAM, with unit variance constellations. The signal power is also set to 1, and the pulse shape $p_{tt}(t)$ is root-raised cosine, with 0.25 roll-off factor [10]. The signal bandwidth is $B = 3$ KHz. At the receive-side, a low-pass filter is used to eliminate the out-of-band noise, and the received signal is sampled at a rate $f_s = 48$ KHz. The observation interval available at the receiver is 1 second, which yields $K = 4.8 \times 10^4$ samples. The SNR is defined as the signal power to the noise power at the output of receive filter. All received signals are affected by a phase $\theta$, uniformly distributed over $[-\pi, \pi]$, and a carrier frequency offset, $\Delta f_s f_{s}^{-1} = 0.01$. In addition, linear digital signals are affected by a timing error $\varepsilon T$, with $\varepsilon=0.8$.

B. Estimated CTCF Magnitude, Statistic Used for Decision-Making and Threshold Setting

The magnitudes of the first-order/zero-conjugate CTCFs of AM and BPSK signals are given for illustration in Fig. 2 a) and b), at -10dB and -20dB SNR, respectively. For AM, one can notice the peak in $|\zeta_{\beta_{i,1}}^1(\beta',0)|$ at $\beta' = \beta = \Delta f_s f_{s}^{-1} = 0.01$, as well as the reduction of its value with a decrease in SNR. On the other hand, non-zero spikes due to estimation based on a finite length data sequence are to be noted in $|\zeta_{\beta_{i,1}}^1(\beta',0)|$, $\beta = $ AM and DSB.

Based on $\zeta_{\beta_{i,1}}^1(\beta';0)_{a,1}$, the statistic $\zeta_{\beta_{i,1}}^1(\beta')$ is calculated at each node $l$, $l=1,...,4$, according to (11). A Kaiser window of length 61 and parameter 10 was used to compute the covariance estimates in (12). At each node $l$, the statistic is compared against a threshold, $\Gamma_l^{(i)}$, $i=1,...,4$. Here $\Gamma_l^{(1)} = \Gamma_l^{(2)} = 18.412$, and $\Gamma_l^{(3)} = \Gamma_l^{(4)} = 13.816$. These values correspond to a probability of false alarm of $10^{-3}$ and $10^{-4}$, respectively [14], and are set based on the estimated values of the statistics used for decision-making.

C. Classification Performance

To evaluate the performance of the proposed classification algorithm, we define the average probability of correct classification at each node $l$, $l=1,...,4$, as $P_{cc}^{(i)} = 2^{-1} \sum_{l=1}^{2} P_{cc}^{(l,i)}$, with $P_{cc}^{(l,i)}$ as the average probability to choose the branch $l$, $l=1,2$, when indeed the branch $i$ is the correct choice. The probability $P_{cc}^{(l,i)}$ is further computed as $\sum_{l=1}^{2} N_{mod}^{(l,i)} / N_{mod}^{(l,i)}$, with $N_{mod}^{(l,i)}$ as the number of possible modulations for the $l$th branch, and $P_{cc}^{(l,i)}$ as the probability to choose the $l$th branch when the $i$ th signal is transmitted, $i=1,...,N_{mod}^{(l,i)}$. For example, with $l=1$ (Node 1) and $l=1$ (AM branch), $N_{mod}^{(l,1)} = 1$, and $P_{cc}^{(l,i)} = P_{cc}^{(1,1)}$. The $P_{cc}^{(l,i)}$ is estimated based on 300 Monte Carlo trials.

The average probability of correct classification at each node of the proposed binary decision tree algorithm, $P_{cc}^{(l,i)}$, $l=1,...,4$, is plotted versus SNR in Fig. 3. At Node 1 ($l=1$), a probability of correct classification of one is achieved at SNRs as low as -23dB, to discriminate AM from DSB, SSB, BPSK, QPSK, 8-PSK, 16-QAM and 64-QAM. At Node 2 ($l=2$), such a performance is attained as SNRs as low as -8dB, to discriminate DSB and BPSK from SSB, QPSK, 8-PSK, 16-QAM, and 64-QAM. At Nodes 3 and 4 ($l=3,4$), 5dB SNR is required to discriminate with probability one between DSB and BPSK, and SSB and QPSK, 8-PSK, 16-QAM and 64-QAM, respectively.

Note that the statistic $\zeta_{\beta_{i,1}}^1(\beta')$, which is currently used at Nodes 3 and 4, can be applied to distinguish between analog and digital modulations at Node 1, i.e., to discriminate AM and SSB from M-PSK and M-QAM. However, higher SNR would be required to achieve the same classification performance at Node 1, and, thus, the performance of the whole classifier would be limited. It is also to be noted that results previously presented are achieved for 1 second observation interval. Apparently, if a larger observation interval is available at the receive-side, the estimates will be more accurate, which in turn will result in a better classification performance.

V. Conclusion

A cyclostationarity-based binary decision tree algorithm has been proposed for analog and digital modulation classification. The algorithm provides a good classification performance in additive Gaussian noise, and does not require estimation of carrier phase and frequency offset, signal and noise powers, and timing recovery in the preprocessing step.
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APPENDIX A:
TEMPORAL CYCLOSTATIONARY PARAMETERS

In the fraction-of-time (FOT) probability framework, signals are modeled as time-series rather than realizations of stochastic processes [9], [11]. Thus, with the FOT probability approach, statistical parameters are defined through infinite-time averages rather than ensemble averages. This approach is subsequently used to present temporal cyclostationarity parameters.

Let \( r^{(0)}(t) \) be a continuous-time complex-valued time-series, and \( \tilde{L}_{\beta'}(t; \tau_{nq}) \) be the \( n \)-th order/\( q \)-conjugate lag product of \( r^{(0)}(t) \), defined as

\[
\tilde{L}_{\beta'}(t; \tau_{nq}) = \prod_{k=1}^{nq} r_{\beta'}^{(0)}(t + \tau_k),
\]

where \( \tau = [\tau_1 = 0, \tau_2, \ldots, \tau_{nq}]^T \) is the delay-vector. The time-series \( r^{(0)}(t) \) is said to be \( n \)-th order cyclostationary for a given conjugation configuration (\( q \)-conjugate) if

\[
\tilde{m}_{\beta'}(\tilde{\alpha}; \tau_{nq}) = \lim_{T \rightarrow \infty} \frac{1}{T} \int_{-T/2}^{T/2} \tilde{L}_{\beta'}(t; \tau_{nq}) e^{-j2\pi\tilde{\alpha} \cdot \tau_{nq}} dt > 0
\]

exists and is non-zero for some delay vectors and a denumerable set of real \( \tilde{\alpha} \), with \( \tilde{\alpha} \neq 0 \) [9]. Eq. (14) defines the CTMF, with \( \tilde{\alpha} \) as CF. It is to be noted that CTMF arises from a consideration of the finite-strength additive sine-wave components in the lag product. The sum of all such components is given by the temporal moment function (TMF) [9],

\[
m_{\beta'}(\tilde{\alpha}; \tau_{nq}) = E^{[\tilde{\beta}]}[\tilde{L}_{\beta'}(t; \tau_{nq})] = \sum_{\tilde{\alpha} \in \tilde{\alpha}_{nq}} \tilde{m}_{\beta'}(\tilde{\alpha}; \tau_{nq}) e^{j2\pi\tilde{\alpha} \cdot \tau_{nq}},
\]

where \( \tilde{\alpha}_{nq} = \{\tilde{\alpha} : \tilde{m}_{\beta'}(\tilde{\alpha}; \tau_{nq}) \neq 0 \} \), and \( E^{[\tilde{\beta}]}[\cdot] \) is the expectation operator in the FOT probability framework, which replaces the usual operator \( E[\cdot] \) in the stochastic framework. This actually performs a sine-wave extraction operation, i.e., it extracts all additive sine-wave components existing in its argument.

The \( n \)-th order/\( q \)-conjugate temporal cumulant function (TCF) of \( r^{(0)}(t) \) can be expressed in terms of the \( n \)-th and lower-order TMFs by using the moment-to-cumulant formula [9],

\[
\tilde{c}_{\beta'}(\beta; \tau_{nq}) := E^{[\tilde{\beta}]}[\tilde{L}_{\beta'}(t; \tau_{nq})] = \sum_{\tilde{\alpha} \in \tilde{\alpha}_{nq}} \tilde{m}_{\beta'}(\tilde{\alpha}; \tau_{nq}) e^{j2\pi\tilde{\alpha} \cdot \tau_{nq}},
\]

where \( \{\beta_1, \beta_2, \ldots, \beta_{nq}\} \) is a partition of \( \tilde{\beta} = [1, 2, \ldots, nq] \), with \( \beta_n = 1, 2, \ldots, nq \), and \( \tau_{nq} = nq \), so that their union is \( \tilde{\beta} \), \( Z \) is the number of the subsets in a partition of \( 1 \leq Z \leq nq \), \( \tau_{nq} = \sum_{z=1}^{nq} q_z = q \). Furthermore, \( \tilde{c}_{\beta'}(\beta; \tau_{nq}) \) turns out to be an almost-periodic function of time that can be written as [9]

\[
\tilde{c}_{\beta'}(\beta; \tau_{nq}) = \sum_{\tilde{\alpha} \in \tilde{\alpha}_{nq}} \tilde{c}_{\beta'}(\beta; \tilde{\tau}_{nq}) e^{j2\pi\tilde{\alpha} \cdot \tau_{nq}},
\]

where

\[
\tilde{c}_{\beta'}(\beta; \tilde{\tau}_{nq}) = \lim_{T \rightarrow \infty} \frac{1}{T} \int_{-T/2}^{T/2} \tilde{L}_{\beta'}(t; \tilde{\tau}_{nq}) e^{j2\pi\tilde{\alpha} \cdot \tau_{nq}} dt
\]

is the \( n \)-th order/\( q \)-conjugate CTCF at CF \( \tilde{\beta} \), and

\[
\tilde{c}_{\beta'}(\beta; \tilde{\tau}_{nq}) = \{\tilde{\beta} : \tilde{c}_{\beta'}(\beta; \tilde{\tau}_{nq}) \neq 0 \}
\]

is a set of CFs and \( \tilde{\beta} = [\tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_{nq}] \) is a \( Z \)-dimensional one vector. Eq. (19) is referred to as the cyclic moment-to-cumulant formula. A similar expression can be written to express the CTMF as a function of CTCFs. This is referred to as the cyclic cumulant-to-moment formula, and is given by [9]

\[
m_{\beta'}(\tilde{\alpha}; \tau_{nq}) = \sum_{\tilde{\beta} \in \tilde{\beta}_{nq}} \sum_{\tau_{nq}} \tilde{m}_{\beta'}(\tilde{\beta}; \tilde{\tau}_{nq}) e^{j2\pi\tilde{\alpha} \cdot \tau_{nq}}
\]

where \( \tilde{\beta} = [\tilde{\beta}_1, \tilde{\beta}_2, \ldots, \tilde{\beta}_{nq}] \) is a set of CFs.

For the discrete-time signal \( r^{(0)}(k) = r^{(0)}(t) |_{t=kf_s} \), obtained by sampling the continuous-time signal \( r^{(0)}(t) \) at a sampling rate \( f_s \), the \( n \)-th order/\( q \)-conjugate CTCF and the set of CFs are respectively given as (under the assumption of no aliasing) [11]

\[
c_{\beta'}(\beta; \tau_{nq}) = \tilde{c}_{\beta'}(\beta; \tilde{\tau}_{nq}) e^{j2\pi\beta \cdot \tau_{nq}},
\]

where \( \tau = \tilde{\tau}_{nq} \), with components \( \tau_n = \tilde{\tau}_{nq}, u = 1, \ldots, nq \).

Estimators of the cyclostationarity parameters defined in the FOT framework are obtained by considering finite-time averages, and converge asymptotically to the true values, which are the infinite-time averages of the same quantities [9].
Subsequently, first- and/or second-order temporal cyclostationarity parameters of the signals of interest are derived.

With a zero-mean purely stationary modulating signal \( x(t) \), by using (13) and (14) with the signal given in (1), and taking into account the statistical properties of the noise, one can easily show that the first-order/zero-conjugate CTMFs of the received signals \( r^{(i)}(t) \), \( i = \text{AM, DSB, SSB} \), are as follows,

\[
\begin{align*}
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0} &=< |x(t)|^2 e^{-j2\tilde{\omega} \tau} > = A e^{j\tilde{\omega}} e^{-j\Delta f_c \tau} \\
&= \begin{cases} 
A e^{j\tilde{\omega}} & \tilde{\omega} = \Delta f_c \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

and

\[
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0} = 0, \quad \text{any } \tilde{\omega}, i=\text{DSB, SSB}.
\]

As the first-order CTMF and CTCF are identical, (23) and (24) hold also for the first-order/zero-conjugate CTCF, i.e.,

\[
\tilde{c}_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0} = \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0}, \quad \tilde{\omega} = \hat{\omega}, \quad i=\text{AM, DSB, SSB}.
\]

The \( n \)-th-order/\( q \)-conjugate CTCF of linear digital modulations is [2]-[3]

\[
\tilde{c}_{\alpha\tau}^{(i)}(\tilde{\omega})_{n,q} = c_{\alpha\tau}^{(i)}(\tilde{\omega})_{n,q} A^T e^{-j2\pi q \tilde{\omega} t \tau} e^{j2\pi \Omega(n-2q) \tilde{\omega} \tau} e^{j2\pi \Delta \tilde{\omega} \tau} \\
\times \int_{-\infty}^{\infty} \prod_{m=1}^{n} p^{(i)}_T(t + \tilde{\tau}_m) e^{-j2\pi \tilde{\tau}_m \tau} dt + \tilde{c}_w(\tilde{\omega})_{n,q},
\]

(25)

where \( \hat{\omega} = \hat{\gamma} + (n-2q)\Delta f_c \).

The identity \( 2,1 2,1() () \) is zero, i.e., \( 2,0 2,0() () \). For values of the \( n \)-th-order/\( q \)-conjugate cumulant for the signal constellation \( i, i=\text{M-PSK, M-QAM} \), and \( (-)_u \) is the optional minus sign associated with the optional conjugation \( (\ast) \), \( u=1,...,n \). Note that \( \tilde{c}_w(\tilde{\omega})_{n,q} \) in (25) is non-zero only for \( n \leq 2, q = 0,...,n, \) and \( \beta = 0 \). For values of the \( n \)-th-order/\( q \)-conjugate cumulant for different linear digital modulations, \( c_{\alpha\tau}^{(i)}(\tilde{\omega})_{n,q} \) (see, e.g., [2]-[3]).

Odd-order cumulants, \( c_{\alpha\tau}^{(i)}(\tilde{\omega})_{n,0} \) (\( n \) odd), equal zero for symmetric signal constellations [2]. Thus, with \( c_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0} = 0 \), the first-order/zero-conjugate CTMFs of M-PSK and M-QAM signals become zero, i.e., \( \tilde{c}_{\alpha\tau}^{(i)}(\tilde{\omega})_{0,0} = 0, \) any \( \tilde{\omega}, i=\text{M-PSK, M-QAM} \).

Second-order cyclostationarity is subsequently investigated for DSB, SSB, M-PSK and M-QAM signals. One can easily show that the second-order/zero-conjugate CTMFs of the received signals \( r^{(i)}(t) \), \( i=\text{DSB, SSB} \), are as follows,

\[
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} =< r^{(\text{DSB})}(t)r^{(\text{DSB})}(t + t) > e^{-j2\tilde{\omega} \tau} = \begin{cases} A^2 e^{j2\tilde{\omega}} e^{-j2\Delta f_c \tau} \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} \tilde{\omega} = 2\Delta f_c \\
0 & \text{otherwise}
\end{cases}
\]

and

\[
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} =< r^{(\text{SSB})}(t)r^{(\text{SSB})}(t + t) > e^{-j2\tilde{\omega} \tau} = 0, \quad \text{any } \tilde{\omega}.
\]

The identities \( \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} = \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} = -\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} \) [10] are used to derive (28), with \( \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} =< x(t)x(t + \tilde{\tau}) > \), \( \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} =< x(t)x(t + \tilde{\tau}) > \), and \( \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} =< x(t)x(t + \tilde{\tau}) > \).

As the first-order CTMF equals zero for \( i = \text{DSB and SSB} \), as well as for the noise \( w(t) \), the cyclic moment-to-cumulant formula yields the equality of second-order/zero-conjugate CTMF and CTMF, i.e., \( \tilde{c}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} = \tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} \), \( \tilde{\omega} = \hat{\omega}, \) \( i = \text{DSB, SSB} \).

By applying (25), with \( n = 2, q = 0, \tilde{\omega} = [0, \hat{\omega}], \) and \( c_{\alpha\tau}^{(i,0,2,0)} = 1 \) for \( i = \text{PSK} \) and \( c_{\alpha\tau}^{(i,0,2,0)} = 0 \) for \( i = \text{M-PSK} \) and \( \text{M-QAM} \), \( M \geq 4 \) [2], the second-order/zero-conjugate CTMFs of M-PSK and M-QAM signals are found as

\[
\tilde{c}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,0} = \int_{-\infty}^{\infty} p_{\text{TX}}(t) p_{\text{TX}}(t + \tilde{\tau}) e^{-j2\pi \Delta \tilde{\omega} \tau} dt, \quad i = \text{PSK, QAM}, M \geq 4,
\]

(29)

where \( \tilde{\omega} = \tilde{\gamma} + 2\Delta f_c \), with \( \tilde{\gamma} = k/T, k \) integer.

Similarly, one can show that the second-order/one-conjugate CTMFs of the DSB and SSB signals are given respectively as,

\[
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,1} = \int_{-\infty}^{\infty} p_{\text{TX}}(t) e^{-j2\pi \Delta \tilde{\omega} \tau} dt, \quad i = \text{DSB, SSB}, M \geq 4.
\]

(30)

and

\[
\tilde{m}_{\alpha\tau}^{(i)}(\tilde{\omega})_{2,1} = \int_{-\infty}^{\infty} p_{\text{TX}}(t) e^{-j2\pi \Delta \tilde{\omega} \tau} dt, \quad i = \text{PSK, QAM}, M \geq 4,
\]

(31)

where \( \tilde{\omega} = \tilde{\gamma} + 2\Delta f_c > 0 \), and \( \tilde{\omega} = \hat{\omega}, \tilde{\omega} = \hat{\omega}, \) \( i = \text{DSB, SSB} \).

The results previously derived for continuous-time signals, by applying (21) and (22), and taking into account signal normalization, one can easily obtain (2) for the normalized discrete-time signals.
Fig. 1. Proposed cyclostationarity-based binary decision tree classification algorithm.

Fig. 2. The estimated first-order/zero-conjugate CTCF magnitude of AM and BPSK signals versus candidate CFs, with $K = 4.8 \times 10^4$ samples and a) SNR=-10dB and b) SNR=-20dB.

Fig. 3. The average probability of correct classification versus SNR at each node $l$, $l=1,\ldots,4$. 