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Abstract

Many analytical and simulation-based studies of TCP performance in wireless environments assume an error-free

and congestion-free reverse channel that has the same capacity as the forward channel. Such an assumption does

not hold in many real-world scenarios, particularly in the hybrid networks consisting of various wireless LAN (WLAN)

and cellular technologies. In this paper, we first study, through extensive simulations, the performance characteristics of

four representative TCP schemes, namely TCP New Reno, SACK, Veno, and Westwood, under the network conditions

of asymmetric end-to-end link capacities, correlated wireless errors, and link congestion in both forward and reverse

directions. We then propose a new TCP scheme, called TCP New Jersey, which is capable of distinguishing wireless

packet losses from congestion packet losses, and reacting accordingly. TCP New Jersey consists of two key components,

the timestamp-based available bandwidth estimation (TABE) algorithm and the congestion warning (CW) router con-

figuration. TABE is a TCP-sender-side algorithm that continuously estimates the bandwidth available to the connection

and guides the sender to adjust its transmission rate when the network becomes congested. TABE is immune to the

ACK drops as well as ACK compression. CW is a configuration of network routers such that routers alert end stations

by marking all packets when there is a sign of an incipient congestion. The marking of packets by the CW-configured

routers helps the sender of the TCP connection to effectively differentiate packet losses caused by network congestion

from those caused by wireless link errors. Our simulation results show that TCP New Jersey is able to accurately esti-

mate the available bandwidth of the bottleneck link of an end-to-end path; and the TABE estimator is immune to link

asymmetry, bi-directional congestion, and the relative position of the bottleneck link in the multi-hop end-to-end path.

The proactive congestion avoidance control mechanism proposed in our scheme minimizes the network congestion,

reduces the network volatility, and stabilizes the queue lengths while achieving more throughput than other TCP

schemes.
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1. Introduction

Communication networks have evolved greatly

in the last decade. Packet switching technologies

have eventually merged the traditional voice net-

works and data networks together into a con-

verged and integrated multimedia network. The
horizon of the converged integrated network is

extending further to incorporate wired, wireless,

and cellular technologies. The all-IP wired and

wireless hybrid network is becoming a reality and

the wireless network is getting more involved in

our daily communications. The revolutionary cel-

lular technologies and the network integration of

WAN, LAN, WLAN and cellular networks stretch
the Internet beyond the limits of geography and

terrain. In integrated WAN + LAN + 3G cellular

systems, illustrated in Fig. 1, more data and multi-

media communications are carried end-to-end

over the existing Internet protocol infrastructure.

TCP/IP is the dominant communication protocol

suite in today�s multimedia applications. Nowa-

days, most of the Internet traffic is carried by
TCP, including traffic generated by Web accesses,

e-mails, bulk data transfers, remote terminals,

etc. Spurred by the demand of wireless Internet,

TCP/IP needs to depart from its original wired net-

work oriented design and evolve to meet the chal-

lenges introduced by the wireless portion of the

network. Internet Protocol (IP) [1] is a connec-

tion-less, best-effort based variable length packet
delivery network layer protocol that does not

guarantee the reliable, timely and in-order delivery

of packets between end stations. TCP, the trans-

mission control protocol [2], is a layer-4 transport

protocol that uses the basic IP services to provide

applications with an end-to-end connection-ori-

ented packet transport mechanism that ensures

the reliable and ordered delivery of data.
Improving TCP�s performance in wireless IP

communications has been an active research area.

The performance degradation of TCP in wireless

and wired-wireless hybrid networks, as reported

in much research [3,4], is mainly due to its lack
of the ability to differentiate the packet losses

caused by network congestion from the losses

caused by wireless link errors. TCP was originally

designed primarily for wired networks. In wired

networks, the random bit error rate (BER) is neg-

ligible, and congestion is the main cause of packet

losses. The TCP sender behavior of adjusting the
sending rate of data packets is triggered by the

self-clocking acknowledgement (ACK) sent by

the corresponding receiver after successfully

receiving the data packet. When packet loss occurs

at a congested link due to buffer overflow at the

intermediate router, either the sender receives

duplicate ACKs (DUPACK) or the sender�s
retransmission timeout (RTO) timer expires. These
events activate the sender�s congestion control

mechanism by which the sender reduces the size

of its transmission window, or congestion window

(cwnd ) in TCP terminology, resulting in a lower

transmission rate to relieve the link congestion.

This is a reactive congestion control scheme, in

which the action is triggered by the sender�s self-in-
duced congestion. Such TCP sender behavior
works fairly well in the wired networks where

packet losses are almost always caused by link

congestion; and packet losses due to bit errors

are usually negligible or, if any, not exceeding

one packet loss per cwnd. However, in wired/wire-

less heterogeneous networks, high BER, fading

and blackout become non-negligible factors for

packet losses. Standard TCP�s congestion control
and congestion avoidance mechanisms based on

the assumption that all packet losses are due to

congestion become incapable of handling the

mixed packet losses. TCP without modification

exhibits throughput degradations when used in

wired/wireless heterogeneous networks.

Many analytical and simulation-based studies

of TCP performance in wireless environments as-
sume an error-free and congestion-free reverse

channel that has the same capacity as the forward

channel. Such an assumption does not hold in

many real-world scenarios, particularly in the hy-

brid networks constituted by various wireless
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LAN (WLAN) and cellular technologies. For in-

stance, in a wired-to-wireless data connection,

where the wireless portion is implemented through

3G cellular systems, the forward downlink from

the base station to the wireless device such as a

3G cellular phone or a PDA is usually provisioned

with higher link capacity than the reverse uplink
[5]. Second, the ACKs traveling on the wired por-

tion of the end-to-end path could very well face

congestion since the wired portion of the path is

usually shared by several other nodes and compet-

ing flows. Furthermore, the high BER also applies

to the wireless link from the cellular device to the

base station and, therefore, causes loss of ACK

packets.
In this paper, we first study, through extensive

simulations, the performance characteristics of

four representative TCP schemes, namely TCP

New Reno, SACK, Veno, and Westwood, under

the network conditions of asymmetric end-to-end

link capacities, correlated wireless errors, and link

congestion in both forward and reverse directions.
We then propose a new TCP scheme, called TCP

New Jersey, which is capable of distinguishing

wireless packet losses from congestion packet

losses, and reacting accordingly. TCP New Jersey

is an improvement to TCP Jersey [6] which we pre-

viously proposed for the mixed wired and wireless

networks. The rest of the paper is organized as fol-

lows: In Section 2, we summarize the challenges
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TCP faces in wireless environments. Section 3

briefly reviews the related work in improving the

TCP performance for wireless IP communications.

Section 4 presents the TCP New Jersey scheme.

We then present in Section 5 various simulation re-
sults under different network conditions. We con-

clude the paper in Section 6 with a summary of

the results and highlights of future work.
2. Challenges of wireless TCP

TCP schemes suffer from performance degrada-
tion when used in heterogeneous networks. Some

factors that affect TCP�s performance are summa-

rized in this section.

2.1. Correlated errors

Unlike the bit errors in wired networks, in

which they are considered as random and inde-
pendent, the error process in radio transmission

is caused by different phenomena [7], including

path loss, fast fading, slow fading, and noise

and interference from other devices like micro-

wave ovens. The relationship between distance

and the BER is not linear. Instead, the mean

BER often remains constant up to a certain dis-

tance threshold, and then degrades rapidly. This
is due to the behavior on the receiver side, where

all signals below a threshold are discarded. A sim-

ple and widely used model that characterizes the

bit errors of the wireless channel between two sta-

tions is the Gilbert–Elliot model, also known as

the two-state Markov model, depicted in Fig. 2,

where the process can be in either one of the
Good Bad
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Fig. 2. Two-state Markov error model.
two states, namely the good state or the bad state,

and each state is associated with its BER, say, eG
and eB. Within each state, bit errors occur inde-

pendently of each other. The transition between

the two states is modeled as a continuous-time
Markov chain as depicted in the figure, where

PGB and PBG are the transition rates from the

good state to the bad state and vice versa,

respectively.

The mean sojourn time of the channel staying in

one state can be approximated by TG = 1/PGB and

TB = 1/PBG, where TG and TB are exponentially

distributed. Let e = [eG,eB], and p = [pG,pB] be
the steady state probabilities of the channel being

in the good and bad states. The mean BER of

the wireless channel under this model is then
�e ¼ pe0. Often, the long-term fraction of the time

the channel spends in the good (or bad) state is

used to represent the state probabilities, which is

defined as fG = E[TG]/(E[TG] + E[TB]), and

fB = E[TB]/(E[TG] + E[TB]), respectively.

2.2. Burstiness of ACKs

TCP flow control is self-clocking. In essence,

the arrivals of the ACKs at the sender trigger the

sending of new packets and advances of the con-

gestion window. However, ACK compression

[8,9], a phenomenon caused by the queuing in
the reverse path of a TCP flow can cause the al-

most instantaneous arrival of bursts of ACKs at

the sender. This can break TCP�s self-clocking

and cause long bursts. Suppose several ACKs have

been lost between two successfully received ACKs,

the sender will send out a number of packets, indi-

cated by the newly received ACKs, back to back.

This burdens the forward path with an abrupt load
increase and exacerbates the forward path condi-

tion. The effect of this problem can be devastating

to some rate-based TCP schemes. Usually such

schemes assume that short intervals between

ACKs received at the sender imply a large availa-

ble bandwidth in the forward path, since it is as-

sumed that the ACK stream on the reverse path

preserves the inter-packet dispersion on the for-
ward path. The TCP self-clocking mechanism

would therefore be influenced. The sender would

make incorrect judgments of the forward path.



K. Xu et al. / Computer Networks 47 (2005) 219–237 223
2.3. Link asymmetry

In networks with asymmetric links, TCP�s per-
formance in terms of the throughput also largely

depends on the characteristics of the reverse link.
Asymmetric links can be results of different physi-

cal designs of the forward and backward commu-

nication channels, or imbalanced network traffics

in both directions. In 3G cellular networks, multi-

media data transmission is carried through the

wireless channel, and so is conventional voice data.

The traffic on the downlink from the base station

to the mobile device tends to consume more band-
width than the traffic on the uplink. Also the trans-

mission power of a base station is much higher

than a mobile device. 3G wireless networks con-

sider these facts in its design and can possibly con-

trol the link asymmetry, e.g., via pricing policy.

The asymmetric link problem results in rate and

delay variation. In a data path, the reverse channel

may suffer from packet loss even when the condi-
tion on the forward channel is moderate. The effect

of this problem can be ravaging to the design of

some TCP schemes since most TCP schemes

assume the packet loss occurs in the forward chan-

nel. The TCP self-clocking mechanism based on

the ACK feedbacks would therefore be influenced

and even be dominated by a poor condition on the

reverse channel. The sender would make incorrect
judgments of the forward channel condition, thus

exacerbating the adverse effect on the reverse

channel.
3. Related work

Standard TCP schemes such as Reno are simple
and effective for reliable data transfer in wired net-

works, where packet loss due to bit errors is rare.

As a transport layer protocol, standard TCP

probes the available bandwidth of the network

by continuously increasing the window size until

the network is congested, and then decreases the

window size multiplicatively, e.g., the additive-in-

crease-multiplicative-decrease (AIMD) algorithm
[10]. The congestion is presumably indicated by

packet losses. The TCP sender backs off its conges-

tion window whenever it is experiencing a packet
loss to alleviate the congestion. In all-IP hetero-

geneous networks, where wired network intercon-

nects with other wireless networks, e.g., cellular,

satellite, and ad hoc networks, congestion is no

longer the only cause of packet loss. Transmission
errors, such as, random bit errors on the wireless

link, signal fading, and mobile handoff process,

also contribute a significant amount to packet loss.

The challenges of wireless networks include high

BER, limited bandwidth, unexpected disconnec-

tions, and link asymmetry [11]. If the packet losses

due to these causes are misinterpreted by the sen-

der as congestion, the congestion window would
be reduced unnecessarily. In these circumstances,

the standard Reno scheme experiences significant

performance degradation.

TCP Reno [12] is incapable of handling multiple

packet losses within one transmission window,

which is a very likely situation in wireless links

[13,14]. TCP New Reno [15] and TCP SACK

[16] are modifications to the original Reno scheme,
both of which handle the problem of multiple

losses within one window. These schemes respond

to packet losses reactively. TCP Veno [17], West-

wood [18], and TCP Jersey are proactive schemes

that intend to improve the flow control and avoid

packet losses based on the estimation of certain

network parameters at the sender side. In the fol-

lowing, we briefly discuss the characteristics of
these TCP modifications.

3.1. TCP New Reno

In the standard Reno scheme, the fast recovery

algorithm takes care of a single packet drop from

one window. After one lost packet is recovered,

Reno terminates the fast recovery algorithm.
Therefore, multiple dropped packets would force

the Reno scheme to invoke fast recovery again

and again, and slows down the recovery of the lost

packet.

New Reno modifies the fast recovery algorithm

of Reno to cope with multiple losses from a single

window, which is one of the characteristics of wire-

less networks where a fading channel may cause
contiguous packet loss. In New Reno, the fast

recovery algorithm does not terminate until multi-

ple losses, indicated by the receipt of partial
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acknowledgements from one window, are all

recovered. The limitation of New Reno is, how-

ever, that it cannot distinguish the cause of the

packet loss, and thus a more effective fast recovery

algorithm cannot be implemented.

3.2. TCP SACK

TCP SACK is a selective acknowledgement op-

tion for TCP, targeting at the same problem that

New Reno tries to tackle. While the feedbacks of

Reno and New Reno are based on the cumulative

acknowledgements, SACK employs the selective
repeat retransmission policy. It uses information

fields called SACK blocks to indicate discontinu-

ous blocks of data that have been successfully

received and queued at the receiver buffer. The

SACK blocks are carried back to the sender via

the ACK packets. Hence, the sender has better,

or, finer-grain knowledge about the exact packets

that have lost rather than the limited knowledge
about the loss at the left edge of the window only

as in the standard ACK scheme. SACK imple-

mentation requires modification at the receiver

side.

SACK blocks are encoded in the TCP option

field, which inherently limits the number of SACK

blocks that one ACK can carry. Moreover, as in

Reno, SACK reactively responds to packet losses,
and therefore has limited ability of congestion

avoidance.

3.3. TCP Veno

TCP Veno estimates the backlogged packets in

the buffer of the bottleneck link, a technique first

developed by TCP Vegas [19], and uses this estima-
tion to differentiate the random error losses from

the congestive losses. If the number of backlogged

packets is below a threshold, the loss is considered

to be random. Otherwise, the loss is said to be con-

gestive. If the loss is considered congestive, Veno

adopts the standard Reno scheme. For the loss

due to a random error, it increases the congestion

window in a conservative manner, i.e., sending one
packet on receiving every other ACK.

It is reasonable to treat the number of back-

logged packets as an indication of the network
congestion level. However, under some circum-

stances, this indication could be irrelevant.

3.4. TCP Westwood

TCP Westwood employs an end-to-end band-

width estimator at the sender side. The sender de-

rives the network bandwidth by exploiting the rate

and pattern of the returning ACK stream. Upon

experiencing a packet loss, the sender adjusts the

congestion window dynamically according to the

estimation. It is rather intuitive that the sender

should send packets at a rate that utilizes the net-
work resource most efficiently. The problem is how

accurate this estimated rate could be. TCP West-

wood claims improved performance over TCP

Reno and SACK while achieving fairness and

friendliness.

3.5. TCP Jersey

TCP Jersey develops two key components in its

scheme, congestion warning (CW) and available

bandwidth estimation (ABE), respectively. CW is

a packet marking scheme that is different from ex-

plicit congestion notification (ECN) [20] in the fol-

lowing ways: First, ECN marks packets

probabilistically when the average queue length

lies between minth and maxth, whereas, CW marks
all the packets when the average queue length ex-

ceeds a threshold. This non-probabilistic marking

scheme leaves the TCP sender, which receives the

marks, to decide its window adjustment strategy

rather than being influenced by the probabilistic

marking of the packet in ECN. Second, CW inher-

its the same information bits used in the original

ECN implementation but with simpler parameter
settings. So, CW is not as sensitive as ECN to

parameter settings [21]. The purpose of CW is to

convey a simple image of the bottlenecked queue

to the sender. Jersey also develops an ABE mod-

ule, which is comparable and functions similarly

to Westwood�s rate estimator but with a different

implementation. This will be described in detail

in Section 4.1.
TCP Jersey adopts slow start and congestion

avoidance from New Reno, but implements the

rate-based congestion window control procedure
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based on ABE. It operates as follows. If an ACK is

received without the CW mark, it proceeds as New

Reno. If the received ACK or the third DUPACK

is marked with the CW bit, it calls the rate control

procedure to adjust the window size. When the
third DUPACK is received without the CW mark,

Jersey concludes that the packet drop is caused by

a random error, and therefore it enters the fast

retransmit without adjusting the window size.

TCP Jersey combines ABE and CW so that the

TCP sender could set its congestion window to a

more sensible value when congestion is detected.

Also, such a combination improves TCP�s ability
to differentiate random wireless packet losses from

losses caused by congestion.
4. TCP New Jersey

TCP Jersey was previously developed to im-

prove TCP performance in the heterogeneous net-
works. In this study, we have made improvements

to the algorithms used in the original Jersey to ad-

dress the inaccuracy in bandwidth estimation

caused by the ACK burstiness, and to further min-

imize the volatility of the flow load by stabilizing

the transmission rate. We thus call the improved

scheme TCP New Jersey (the new TCP Jersey

scheme).

4.1. Timestamp-based available bandwidth

estimation (TABE)

The original TCP Jersey employs an available

bandwidth estimator (ABE) at the sender side to

probe the end-to-end path bandwidth available

to the connection. The sender therefore adjusts
the congestion window proactively to better utilize

the network resource and avoid the congestion

caused by flows contending for the limited band-

width. ABE operates based on the returning rate

of the ACK packets on the reverse link. The gap

between the consecutive ACKs conveys the infor-

mation of the network utilization. Suppose the re-

verse link for the ACK is ideal, i.e., symmetric,
congestion free and error free, the ACK pattern

resembles the packet arrival pattern at the receiver

side. The faster the packets arrive, the more the
network resource can be utilized. ABE estimates

the available bandwidth according to Eq. (1):

Rn ¼
RTT � Rn�1 þ Ln

ðtn � tn�1Þ þRTT
; ð1Þ

where Rn is the estimated bandwidth when the nth

ACK arrives at time tn, tn�1 is the previous ACK

arrival time, Ln is the size of data that the nth

ACK acknowledges, and RTT is the TCP�s estima-

tion of the end-to-end round trip time delay at

time tn.

The sender then interprets this rate as the opti-

mal congestion window (ownd) in unit of segment
by Eq. (2):

owndn ¼
RTT � Rn

seg size
; ð2Þ

where seg_size is the fixed segment size.

This simple yet effective rate estimator provides
a good guideline for the sending rate when packet

drop mostly occurs at the forward link and the re-

verse link has relatively moderate error rates for

ACKs to get through. The result from the estima-

tor reflects the desirable sending rate for the for-

ward channel. In practice, however, the reverse

link conditions are not always as good as expected.

For instance, when the network transmits bi-direc-
tional traffic of a similar amount, or when the re-

verse link is a wireless channel, which suffers

from non-negligible transmission errors, the reli-

ability and accuracy of the result from the ABE

module is compromised.

In TCP New Jersey, we propose a remedy for

the above weakness. The reliability of the available

bandwidth estimation comes from the strong
resemblance between the forward traffic pattern

and the reverse ACK pattern, an assumption

which hardly holds when the reverse channel also

experiences congestion and errors. The conse-

quences, such as ACK compression, ACK delay,

and ACK losses, can have a significant impact

on ABE�s integrity, and further on the overall per-

formance of the TCP scheme. The TCP timestamp
option proposed in RFC 1323 [22] provides a read-

ily available solution to overcome this problem. In

New Jersey, instead of using the ACK arrival time,

the packet arrival time, which is stamped by the re-

ceiver and echoed back by the ACK according to
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RFC 1323, is used in the bandwidth estimation.

Therefore, in Eq. (1), tn becomes the arrival time

of the nth packet at the receiver. This is equivalent

to having the estimation done at the receiver but

without the need for the receiver to explicitly feed
back the estimation. Since RFC 1323 timestamp

option is widely implemented in most of the TCP

protocols, this solution incurs no additional over-

head to the overall protocol implementation. We

call the improved ABE algorithm the timestamp-

based ABE, or TABE. The timestamps, which

are delivered by ACKs and received at the sender

side, closely reveal the arrival traffic pattern at
the receiver side. The estimated available band-

width by TABE is thus less affected by the reverse

link conditions and immune to the ACK loss on

the reverse link.
4.2. Congestion-less slow start threshold adjustment

Almost all the TCP variants clearly divide the
congestion control process into two distinctive

phases, namely the slow start (SS) and the conges-

tion avoidance (CA). The division is determined

by the relationship between two TCP state varia-

bles, the slow start threshold (ssthresh) and the

congestion window (cwnd ). When cwnd is less than

ssthresh, the process is in the SS phase and cwnd is

doubled for every RTT; when cwnd exceeds
ssthresh, it is in the CA phase and cwnd is in-

creased by one for every RTT. The ssthresh is only

adjusted when there is a packet loss detected either

by receiving triple duplicated ACKs (TD) or an ex-

piry of the retransmission timer (RTO). Upon

such loss indications, ssthresh is set to half of the

current cwnd, with cwnd set either to half of its cur-

rent value when TD occurs, or 1 when RTO
occurs. This is the best TCP can do to coarsely

probe the available bandwidth in lieu of a

more accurate measurement. This algorithm is

called additive-increase-multiplicative-decrease,

or AIMD. Clearly, it is a reactive approach to con-

gestion control. Hoe and Wang et al. [23,24] im-

proved the speed of the initial probe by

estimating the bandwidth based on the inter-arri-
val times of the first several ACK packets and set-

ting the ssthresh accordingly.
Taking advantages of New Jersey�s ability to

accurately estimate the available network band-

width on the fly, the slow start threshold can there-

fore be adjusted in a more effective and dynamic

way. Basically what the estimation result implies
is the amount of bandwidth that can be utilized

without causing network congestion. In New Jer-

sey, upon receiving an ACK that acknowledges

the delivery of a new packet, the sender sets

ssthresh to ownd computed by Eq. (2). Therefore,

ssthresh closely follows the dynamics of the availa-

ble bandwidth of the path, by which the process

enters and leaves the SS and CA phases proac-
tively, and is adaptive to changing network condi-

tions. By doing this, the sending rate would have a

fast response to every changing network condition

and converges to the optimal rate faster and more

accurately without self-induced congestion, as the

reactive approaches would otherwise cause.
5. Simulation results

With the increasing complexity and a wide vari-

ety of the applications that a network carries, no

TCP scheme is optimal in performance in terms

of data transfer, and there unlikely exists a univer-

sal solution to all the problems. In this section, we

compare several TCP schemes in various network
setups to reveal the problems in heterogeneous

networks.

Both New Reno and SACK take multiple

packet drops from one window into account, but

both of them still have a limitation on distinguish-

ing the cause of packet drops. These TCP schemes

respond to packet loss reactively, and hence the

ability of avoiding congestion is limited. TCP
Veno, Westwood and Jersey are schemes that try

to prevent network from congestion by proactively

adjust the sending rate according to the network

conditions. We simulate the aforementioned TCP

schemes to demonstrate their abilities of respond-

ing to network congestion, link error, and network

asymmetry. Throughput is an important metric for

the performance comparison but is not the only
one. In our simulations, we also pay particular

attention to the congestion window, queue stabili-

ties, and the ability to avoid congestion. Also, we
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specifically evaluate the TABE performance of

New Jersey. Each simulation represents several

runs, and the median values are taken. The simu-

lations are conducted using the NS-2 network sim-

ulator [25].

5.1. Simulations on TABE performance

Both the Westwood and Jersey rate estimators

exhibit good performance when the reverse link

is congestion free and error free [6]. Hence, we test

them under the condition that the reverse channel

has contending traffic.
We test the two rate estimators used by West-

wood and Jersey, respectively. Under the given

network conditions shown in Fig. 3, a long-lived

FTP application, whose packet size is 1000 byte,

is running from S to D and the bottleneck link is

a 1.5 Mbps link from S to R1. In this paper, the

buffer size at each link takes the value of the band-

width-delay product (BDP) of the link. If the BDP
value is too small, the buffer size is set as 20 pack-

ets. Both estimators detect the correct bandwidth

most of the time, but exhibit fluctuation and over-

shoot at some points, as illustrated in Fig. 4.

Constant bit rate (CBR) traffic is injected from

C2 to C1, traversing the link R2 to R1, which is

part of the reverse channel of the target traffic

from S to D. The rate of the CBR traffic varies
in time. From 1 to 5 s, the CBR traffic has a rate

of 1 Mbps, which causes no significant congestion.

Both estimators� outputs are close to the bottle-

neck bandwidth with a little over-estimation of
S
1.5Mbps, 1ms

R1

C1

2Mbps, 1

100Mbps,1ms

CBR

1s - 5s:     1
10s - 15s: 2
20s - 25s: 1
26s - 30s: 5

CBR:

Fig. 3. Network setup for comparing the rate e
Westwood and fluctuation of Jersey. From 5 to

10 s, when there is no reverse traffic, both estima-

tors stay at the desirable rate. From 10 to 15 s, the

reverse channel is totally jammed by the cross traf-

fic. Westwood starts to exhibit over-estimates and
Jersey shows under-estimates. From 15 to 20 s, the

reverse channel is released by the cross traffic.

Both estimators exhibit significant overshoot at

the beginning, which is possibly caused by the

ACK compression effect on the reverse link. From

20 to 30 s, the ACK stream on the reverse link

experiences no congestions caused by the cross

traffic, and both estimators produce satisfactory
estimates that closely track the bottleneck band-

width. The worst case of the rate estimation hap-

pens after the totally jammed link being released

due to the ACK compression effect.

Under the same network conditions, we test

TABE implemented by TCP New Jersey. By using

the timestamp function in the Jersey estimator,

TABE in New Jersey almost always produces the
desirable estimation results. Some tolerable fluctu-

ation occurs after dramatic change of the traffic

load on the reverse link, as depicted in Fig. 5. This

simulation shows that the traffic load on the re-

verse link has a minimal effect on TABE�s
accuracy.

A network setup, shown in Fig. 6, with more

complicated traffic patterns and added wireless er-
rors is used to further test the performance of

TABE.

The wireless errors are generated using the

two-state Markov error model introduced in
R2 D

C2

ms 100Mbps, 1ms

100Mbps,1ms

Mbps
Mbps
.5Mbps
00Kbps

stimators of Westwood and New Jersey.
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Fig. 6. Network setup for comparing New Jersey with other TCP schemes.
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Section 2.1. This network setup resembles a possi-

ble structure of a cellular system integrated with a

more reliable wired network in practice. The bottle-

neck link is at the last wireless hop, which incurs

wireless losses as well. In the wired portion, flows

fromC1 to C2 and C4 to C3 are injected to simulate

the bi-directional cross traffic in the real network.
The cross traffic flows in both directions are

short-lived FTP flows. All short-lived FTP sessions

have independent exponentially distributed inter-

session gap with amean of 1 s, and the session dura-

tions are drawn from independent exponential

distributions with a mean of 3 s. These Poisson

arrivals of cross traffic flows simulate the realistic

model of traffic contending for bandwidth in the
real world. The link from BS to D is the downlink

between the base station and the mobile device.

The link asymmetry is represented by the different

bandwidth on the downlink and uplink. A long-

lived FTP application is running from S to D

throughout the simulations.

The result in Fig. 7 shows that New Jersey is

able to capture the bottleneck bandwidth most of
the time, while Westwood exhibits significant over-

shoots from time to time.

Using the same network setup as shown in

Fig. 6, we further compare TCP New Jersey�s per-
formance to other TCP modification schemes. We

investigate the sender�s congestion window dy-

namic, the goodput, and the queue length of the

buffer at the wireless link.
The simulations generate a vast amount of data.

For illustrative purposes, we choose to show com-

parison results of Westwood, representing proac-

tive TCP schemes, vs. New Jersey (Figs. 8–15);

and SACK, representing reactive schemes, vs.

New Jersey (Figs. 12–15). The comparison results

of other schemes vs. New Jersey are omitted be-
cause similar results are produced as in these rep-

resentative schemes. Nevertheless, we present a

comprehensive comparison of the goodput of all

aforementioned schemes.

Figs. 8 and 12 show that the congestion win-

dow dynamics of other schemes are rather oscil-

latory. Due to the congestion and errors,

reactive schemes, such as SACK, experience
packet losses and timeout from time to time,

as reflected in the congestion window dynamics.

New Jersey, on the other hand, exhibits a more

stable congestion window dynamic with much

less oscillations.

The goodput is basically the rate at which the

data packets are successfully received in order

and ACKed. Figs. 9 and 13 show that New Jersey
leads all other schemes in terms of goodput.

The simulation also demonstrates that New Jer-

sey has a more stable queue length at the buffer of

the bottleneck link, i.e., the wireless link in this

case (Figs. 10 and 14). The queuing dynamics

can be viewed more clearly in the zoomed graphs

(Figs. 11 and 15). A stable queuing process, i.e.,

a less volatile queue length, results in less delay
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Table 1

Congestion occurrence comparison

Schemes Wired link congestion loss (%) Wireless link congestion loss (%) Cross traffic congestion loss (%)

New Jersey 0.009 0.003 0.061

New Reno 0.155 0.199 0.048

Westwood 0.155 0.237 0.052

SACK 0.178 0.258 0.045

Veno 0.135 0.152 0.040
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jitter, a desirable condition required by many mul-

timedia applications.

A comprehensive comparison of TCP New

Jersey vs. other schemes is shown in Fig. 16, where
the link efficiency is defined as the ratio of the TCP�s
goodput and the capacity of the wireless link.

5.2. Comparison of congestion occurrence

One advantage of the TCP New Jersey scheme

is its ability to avoiding congestion over other

schemes. Given a good rate estimator, the network
is expected to have less packet loss due to conges-

tion. We compare the number of congestion occur-

rences at the links left of the BS (the wired link)

and the one right of the BS (the wireless link),

shown in Fig. 6, of all schemes. The results are pre-

sented in Table 1. New Jersey is almost congestion

free on its forward link. We also examine the con-

gestion occurrence of the cross traffic. New Jersey
causes no more significant congestion to the cross

traffic than other schemes.
6. Remarks and future work

In this paper, we have evaluated the perform-

ance characteristics of various TCP schemes under

the combined network conditions with asymmetric

end-to-end link capacities, correlated wireless er-

rors, and link congestion in both forward and re-

verse directions. While this combined network
condition is more realistic particularly to the

end-to-end integrated wired and wireless net-

works involving 3G cellular technologies, to our

knowledge, many analytical and simulation-based

studies assumed an ideal congestion-free and

error-free reverse channel.
As an improvement on our previous work,

TCP New Jersey is presented and compared with

other TCP schemes. Our simulation results show

that TCP New Jersey is able to accurately esti-
mate the available bandwidth of the bottleneck

link of an end-to-end path; the TABE estimator

is immune to link asymmetry, bi-directional con-

gestion, and the relative position of the bottleneck

link in the multi-hop end-to-end path; the proac-

tive congestion avoidance control mechanism

minimizes the network congestion, reduces the

network volatility, and stabilizes the queue
lengths while achieving superior throughput com-

pared to other TCP schemes. The combination of

the simple congestion warning router configura-

tion and accurate estimation of the available net-

work bandwidth using the TCP timestamp option

distinguishes TCP New Jersey in differentiating

the cause of packet losses.

Compared to other reactive congestion control
approaches, TCP New Jersey proactively tunes

the slow start threshold to the dynamics of the net-

work without causing unnecessary network

congestions. Thus, network devices require smaller

I/O buffers.

Our future plans include analytical studies of

TCP New Jersey�s congestion control mechanism,

and its influence and benefits to better active queue
management.
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