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Abstract

Finding paths that satisfy the performance requirements of applications according to the link state information in a network is known as the quality-of-service (QoS) routing problem and has been extensively studied. However, distributing the link state information may introduce a significant protocol overhead on network resources. In this paper, based on rate-distortion analysis, we investigate the issue on how to update the link state information efficiently and effectively. A theoretical framework is presented, and a high performance link state policy that is capable of minimizing the false blocking probability of connections under a given update rate constraint is proposed. Through theoretical analysis and extensive simulations, we show that the proposed policy outperforms the current state of the art in terms of the update rate and false blocking probability of connections.
© 2006 Elsevier B.V. All rights reserved.

Keywords: Link state update; QoS routing; Rate-distortion function; Information theory

1. Introduction

The tremendous growth of the global Internet has given rise to a variety of applications that require quality-of-service (QoS) beyond what is provided by the current best-effort IP packet delivery service. One of the challenging issues is to select feasible paths that satisfy different quality-of-service (QoS) requirements. This problem is known as QoS routing. In general, two issues are critical to QoS routing: the state distribution and the routing strategy [1]. The routing strategy is used to find a feasible path which meets the QoS requirements; this has been extensively studied in the literature [2–7]. The state distribution addresses the issue of exchanging the state information throughout the network and can be further decomposed into two sub-problems: when to update and how to disseminate the link state information. This paper focuses on the state distribution, especially on the former sub-problem. A number of research works have also been reported on how to disseminate the link state information.
information [8–11], which is, however, beyond the scope of this paper.

Many proposed QoS routing solutions assume that accurate link state information is available to each node. However, this is impossible in real networks. Moreover, to facilitate accurate enough link state information would impose a significant bandwidth and processing overhead on the network resource, i.e., the network resource will be greatly consumed if an update of the link state information is triggered whenever a minor change to the QoS parameters occurs. Current link-state routing protocols such as OSPF [12] recommend that the link state is updated periodically with large intervals. For instance, a link disseminates its state information every 30 min in OSPF. Consequently, because of the highly dynamic nature of link state parameters, the link state information known to a node is often outdated. As a result, the effectiveness of the QoS routing algorithms may be degraded significantly. To overcome this problem, several link state update policies (threshold, equal class, and exponential class based update policies) have been proposed in [13]. Given a predefined threshold value ($\tau$), an update is triggered in the threshold based update policy if $|b_c - b_o|/b_o > \tau$, where $b_o$ is the last advertised value of the available bandwidth, and $b_c$ is the current available bandwidth. However, in equal class and exponential class based update policies, the bandwidth is partitioned into classes and an update is triggered whenever the available bandwidth crosses a class boundary. The only difference between them is that the bandwidth is partitioned into classes of equal size ($(0, B), (B, 2B), \ldots$) in equal class based update policy, while it is partitioned into unequal classes, whose sizes ($(0, B), (B, (f + 1)B), ((f + 1)B, (f^2 + f + 1)B), \ldots$) grow geometrically by a factor $f$, in the exponential class based update policy, where $B$ is a predefined constant. Recently, many works considering the effects of the stale or coarse-grained information on the performance of QoS routing algorithms were reported in the literature. In [14], extensive simulations were made to uncover the effects of the stale link state information and random fluctuations in the traffic load on the routing and setup overheads. In [15,16], the effects of the stale link state information on QoS routing algorithms were demonstrated through simulations by varying the link state update interval. A combination of the periodic and triggered link state update is considered in [17]. Instead of using the link capacities or instantaneous available bandwidth values, Li et al. [18] used a stochastic metric, Available Bandwidth Index (ABI), and extended BGP to perform the bandwidth advertising.

As reviewed above, although many link state update policies have been proposed, there is still a lack of a rigorous theoretical foundation. As a result, they may not be efficient enough and may waste the network resource. In this paper, we will provide a theoretical framework for link state update, from which we will propose a high performance link state update mechanism. We theoretically demonstrate that from the perspective of QoS routing, our proposed link state policy outperforms its contenders in terms of the update rate and false blocking probability of incoming connections.

The rest of the paper is organized as follows. The problem is formulated in Section 2. In Section 3, we provide an insight on link state update based on Information Theory. We propose an efficient link state update policy in Section 4, and present the simulation results in Section 5. Finally, concluding remarks are given in Section 6.

2. Problem formulation

A key challenge for a network simulation is the selection of the network topology and the traffic patterns. Owing to the constantly changing and decentralized nature of current networks, it is rather difficult to define a typical network topology applicable for exploring any protocols [19]. Moreover, the results of a simulation over different network topologies with different traffic patterns may vary dramatically. In this paper, the problem of designing an efficient link state update policy in a network is translated into that of finding an update policy for a single link. We further discover that the performance of a link state update policy in a network can be evaluated over a single link. As a result, we avoid the above problems. Moreover, our proposed link state policy is designed without any assumption on the traffic pattern of the network.

Without loss of generality, we only focus on one link state metric (here, we adopt bandwidth). If a route is successfully found for a connection, the corresponding portion of the bandwidth (the requested bandwidth of the connection) on each link it traverses is reserved. Practically, the protocol overhead will be intolerably high if link state is updated whenever a minor change occurs. Hence, for the sake of reducing the protocol overhead, the staleness of the link state information is inevitably introduced.
In this paper, we focus on minimizing the staleness of the link state information introduced by an update scheme.

Many works have been reported in literature to evaluate the impact of the stale link state information on the performance of QoS routing algorithms [14–16]. However, how to numerically measure the staleness of the link state information has never been discussed. In this paper, in order to propose an efficient update scheme, we introduce a novel method to address this issue.

At any moment, when a connection request arrives at a node, we assume that the node tries to compute a path which meets the QoS requirements of the connection according to its available link state information (source routing). If, from the perspective of the node, there are enough network resources (bandwidth) to accommodate this connection, it starts a setup process for the connection. Otherwise, it rejects the connection request immediately. Ideally, the connection is accepted if there are actually enough network resources, and rejected otherwise. However, due to inaccurate link state information and the adopted routing algorithm, there are two possible undesirable cases due to the staleness of link state information:

- **False positive**: There are actually not enough network resources to accommodate a connection, but is indicated otherwise by its link state information. A setup process will be initialized by the node, thus wasting network resources.
- **False negative**: A connection can actually be accepted by the network, but is rejected by the node because of inaccurate link state information or failure of the adopted routing algorithm in finding a feasible path.

For example, as shown in Fig. 1, assume a connection going to node 3 with a requested bandwidth of 8 Mbps arrives at node 1; a false positive occurs if, from the perspective of node 1, the available bandwidth of link $e_2$ is 9 Mbps while in reality it is only 6 Mbps (because node 1 thinks that there are enough network resources available to accommodate the connection, and accepts the connection); on the other hand, if the actual available bandwidth of link $e_2$ is 9 Mbps and the one known to node 1 is 6 Mbps, a false negative occurs. Collectively, both cases are referred to as the false routing in this paper. Hence, the staleness of link state information can be evaluated in terms of the probability of false routing. On the other hand, defining $c_1$ and $c_2$ as the costs of the case of a false positive and negative, respectively, we can also evaluate the staleness of link state information in terms of the average cost resulted from false routing. Assume that on the arrival of a connection request, the probabilities of a false positive and false negative are $p_{fp}$ and $p_{fn}$, respectively. Therefore, the average cost due to false routing upon the arrival of a connection request is

$$
\bar{c} = p_{fp}c_1 + p_{fn}c_2.
$$

Intuitively, there is no false routing ($p_{fp} = 0$ and $p_{fn} = 0$) and the cost is zero if the link state information is exactly accurate. The price for this optimality is a very large protocol overhead due to the dynamic nature of link state in current networks: huge amount of bandwidth is consumed for disseminating the link state information. Hence, it is practical to accept a limited probability of false routing in order to keep the protocol overhead under a reasonable level. Our objective is to minimize $\bar{c}$ under a given upper bound (network) on the average bandwidth used for the link state dissemination, which in turn yields an upper bound on the average bandwidth ($r$) consumed by every link for link state update. Assume the link state metric of a link is a time independent random process (with memory), each link can be viewed as a signal source and all
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nodes that do not directly connect to this link are receivers. From the perspective of Information Theory, our task becomes minimizing the source distortion \( D \) (the cost due to false routings) for a given transmission rate \( r \) (or to minimize the transmission rate \( r \) for a given source distortion). The rest of the theoretical analysis carried out in the paper is based on this concept.

Given a link, assume its available bandwidth known to each node is \( b_a \), and the actual one is \( b_u \). By definitions, a false positive is possible only if \( b_u > b_a \) and a false negative may occur only if \( b_u < b_a \).

\[
p_{fp}(b_u, b_a) = \frac{1}{2} \int_{\min(b_u, b_a)}^{\max(b_u, b_a)} p(x) \left[ 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right] dx
\]

and

\[
p_{fn}(b_u, b_a) = \frac{1}{2} \int_{\min(b_u, b_a)}^{\max(b_u, b_a)} p(x) \left[ 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right] dx.
\]

Collectively, the average cost (source distortion) upon the arrival of a connection request is

\[
e(b_u, b_a) = p_{fp}(b_u, b_a)c_1 + p_{fn}(b_u, b_a)c_2
\]

\[
= \frac{c_1}{2} \int_{\min(b_u, b_a)}^{\max(b_u, b_a)} p(x) \left[ 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right] dx
\]

\[
+ \frac{c_2}{2} \int_{\min(b_u, b_a)}^{\max(b_u, b_a)} p(x) \left[ 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right] dx
\]

\[
= \int_{\min(b_u, b_a)}^{\max(b_u, b_a)} p(x) \left[ \frac{c_1}{2} \left( 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right) + \frac{c_2}{2} \left( 1 - \frac{(b_u - b_a)}{|b_a - b_u|} \right) \right] dx.
\]

Based on this definition (Eq. (6)), we provide two interchangeable definitions for the optimal link state update policy.

**Definition 1.** For a given source distortion to be less than or equal to \( D \), the optimal link state update policy is the one that minimizes the transmission rate \( r \) of each link.

**Definition 2.** For a given transmission rate to be less than or equal to \( r \), the optimal link state update policy is the one that minimizes the source distortion.

### 3. An insight from information theory

Many studies have been done to characterize the Internet traffic, revealing interesting facts such as Long-Range Dependence or multi-fractal behaviors [20–22]. Therefore, we cannot assume that the source signal (available bandwidth) is memoryless. Each QoS parameter of a link is viewed as a random process with memory that is independent of time in this paper. By applying the sampling theorem, each continuous random process can be converted into an equivalent discrete-time sequence of samples. Therefore, each QoS parameter on a link can be treated as a time independent continuous random process with memory. As shown in Fig. 2, denote \( z_1, z_2, \ldots \), and \( y_1, y_2, \ldots \) as the exact sequence of the available bandwidth and the sequence of the available bandwidth known to a node that is not directly connected to the link, respectively, where \( C, b_{\max}, \) and \( b_{\min} (0 \leq b_{\min} \leq b_{\max} \leq C) \) are the link capacity, maximum requested bandwidth, and minimum requested bandwidth, respectively.

Note that the definition of an optimal link state update policy is the one that minimizes the transmission rate \( r \) of each link while limiting the source distortion to be less than or equal to a given constant \( D \). Hence, we can apply the rate-distortion function in Information Theory to the problem of link state update. Denote \( I(A; B) \) as the mutual information between \( A \) and \( B \), \( H(A) \) as self-entropy of \( A \), and \( H(A|B) \) as the conditional entropy between \( A \) and \( B \). By Information Theory, the mutual information between \( Y^n \) and \( Z^n \) is

\[
I(Y^n; Z^n) = H(Y^n) - H(Y^n|Z^n)
\]

\[
= H(Y^n) + H(Z^n) - H(Y^n Z^n),
\]

where \( Y^n \) and \( Z^n \) represent the sequences \( z_1, z_2, \ldots, z_n \) and \( y_1, y_2, \ldots, y_n \), respectively. Note that

\[
H(Y^n) = - \int_{Y^n} p(Y^n) \log p(Y^n) dY^n
\]
Fig. 2. A demonstration of $z_1, z_2, \ldots$ and $y_1, y_2, \ldots$. The solid arrows represent the corresponding samples that are used for updates while the dash arrows represent the samples that are not used.

and

$$H(Y^n|Z^n) = - \int \ldots \int \ldots \int p(Z^n, Y^n) \times \log p(Y^n|Z^n) dY^n dZ^n. \quad (9)$$

The optimal link state update policy satisfies

$$R(D) = \min_{\xi_D} \left\{ \lim_{n \to \infty} \left\{ \frac{1}{n} I(Z^n, Y^n) \right\} \right\}$$

$$= \min_{\xi_D} \left\{ \lim_{n \to \infty} \left\{ \frac{1}{n} [H(Y^n) - H(Y^n|Z^n)] \right\} \right\}, \quad (10)$$

where $R(D)$ is the bandwidth (a single link) used by the optimal link state update policy and $\xi_D$ is the set of transition probabilities from $Z^n$ to $Y^n$ subject to the distortion $D$, i.e., $\xi_D$ satisfies the following condition:

$$\lim_{n \to \infty} \left\{ \frac{1}{n} \sum_{i=1}^{n} \int_{\min(y_i, z_i)}^{\max(y_i, z_i)} p(x) \phi(y_i, z_i) dx \right\} \leq D, \quad (11)$$

where

$$\phi(y_i, z_i) = \frac{c_1}{2} \left[ 1 - \frac{(z_i - y_i)}{|z_i - y_i|} \right] + \frac{c_2}{2} \left[ 1 - \frac{(y_i - z_i)}{|z_i - y_i|} \right].$$

Note that

$$\lim_{n \to \infty} H(Y^n) = \lim_{n \to \infty} H(y_n|Y^{n-1}). \quad (12)$$

Similarly,

$$\lim_{n \to \infty} \frac{1}{n} H(Z^n) = \lim_{n \to \infty} H(z_n|Z^{n-1})$$

and

$$\lim_{n \to \infty} \frac{1}{n} H(Y^nZ^n) = \lim_{n \to \infty} H(y_nz_n|Y^{n-1}Z^{n-1}). \quad (13)$$

Hence,

$$R(D) = \min_{\xi_D} \left\{ \lim_{n \to \infty} [H(y_n|Y^{n-1}) + H(z_n|Z^{n-1}) - H(y_nz_n|Y^{n-1}Z^{n-1})] \right\}. \quad (15)$$

If the memory lengths of all the sequences $Y^n$ and $Z^n$ are $\alpha + 1$, i.e., $\forall k > \alpha$,

$$p(y_k|y_1y_2\ldots y_{k-1}) = p(y_k|y_{k-1}y_{k-2}\ldots y_1) \quad (16)$$

and

$$p(z_k|z_1z_2\ldots z_{k-1}) = p(z_k|z_{k-1}z_{k-2}\ldots z_1) \quad (17)$$

we have

$$R(D) = \min_{\xi_D} \left\{ H(y_{\alpha+1}|Y^\alpha) + H(z_{\alpha+1}|Z^\alpha) - H(y_{\alpha+1}z_{\alpha+1}|Y^\alpha Z^\alpha) \right\}. \quad (18)$$

and $\xi_D$ satisfies that

$$\frac{1}{\alpha} \sum_{i=1}^{\alpha} \int_{\min(y_i, z_i)}^{\max(y_i, z_i)} p(x) \phi(y_i, z_i) dx \leq D. \quad (19)$$

By Eqs. (10) and (11), a lower bound on the transmission rate of the link state update under the con-
The key difference between our proposed link state update policy and those in [13] is that instead of partitioning the bandwidth into classes of equal sizes or exponentially growing sizes, we divide the bandwidth into classes by taking into account of the requested bandwidth of the connections and the available bandwidth, for the purpose of minimizing the source distortion under a bandwidth constraint for disseminating the link state information. As a result, our proposed link state update policy can avoid the unnecessary updates from the QoS routing perspective, and therefore, performs better than those in [13] in terms of the average bandwidth for disseminating the link state information and the average costs due to routing and setup failures. We theoretically prove that our proposed link state update policy is an optimal class based update policy in the sense that given the number of classes, it can minimize the average cost. Our proposed link state update policy consists of the following three steps:

1. Sample the available bandwidth. Different sampling strategies can be adopted. For instance, we can sample the available bandwidth every \( T_s \), where \( T_s \) is the sampling interval. We can also compute the available bandwidth upon the acceptance and the end of a connection (only after a route with enough bandwidth is found for a connection, it is accepted).

2. Quantize the samples.

3. If the current quantized value is different from the previous updated one, use the current one for update.

Since data traffic in the current Internet is inherently bursty, a QoS parameter may fluctuate...
dramatically in a very short time. As a result, some unnecessary updates may occur. For example, as shown in Fig. 3, the available bandwidth has been changed substantially in a very short time \( T \), and many updates are triggered. Therefore, for the purpose of saving the bandwidth used for link state update, similar to [13], we can set a clamp down timer (the minimum interval between two consecutive updates) to make a link state update policy less sensitive to the fluctuation of the available bandwidth. However, it should be noted that setting a clamp down timer also has negative impacts on the accuracy of the link state information. As shown in Fig. 3, assume the average available bandwidth is \( B_1 \) and in most of the time, the available bandwidth is less than \( B_1 \) and larger than \( B_0 \). At \( t_0 \), an update of the link state information is triggered, and at the end of the corresponding timer, another link state information update is triggered because the available bandwidth is very large at that time. Observe that in most of the time of the second timer duration, the available bandwidth is between \( B_1 \) and \( B_0 \). However, because of the clamp down timer, no link state information update is allowed. Hence, the link state information during this timer period is rather inaccurate. Therefore, the clamp down timer is not recommended here.

Based on Eq. (23), we shall propose our class based update policy. As mentioned before, since all connection requests can be accepted by the link if its available bandwidth is larger than \( b_{\text{max}} \), updating link state information is not necessary if the available bandwidth remains larger than \( b_{\text{max}} \). Hence, the last class in our proposed class based update scheme is \((b_{\text{max}}, C)\). Similarly, the first class of our proposed update policy is \((0, b_{\text{min}})\). Therefore, we assume the bandwidth is partitioned into \( n + 2 \) classes: \(((0, b_{\text{min}}), (b_{\text{min}}, b_1), (b_1, b_2), \ldots, (b_{n-1}, b_{\text{max}}), (b_{\text{max}}, C))\), and denote \( B_i \) as the value used for updating the link state information when the current available bandwidth is in class \((b_{i-1}, b_i)\) \((b_0 = b_{\text{min}} \text{ and } b_n = b_{\text{max}})\). When the available bandwidth moves into \((0, b_{\text{min}})\) or \((b_{\text{max}}, C)\), we simply update link state information once with the update value of 0 or \( C \). Note that, according to the definition of the class based update policy, the link available bandwidth from the perspective of the nodes is \( B_i \) if the actual one is in \((b_{i-1}, b_i)\). Hence, we define the average cost due to false positives and negatives (the distortion) as

\[
d = \int_0^C f(x)e(\bar{x}, x)dx,
\]

where \( e(\bar{x}, x) = \frac{\max\{\bar{x}, x\}}{\min\{\bar{x}, x\}} p(x)dx, \bar{x} \) is the corresponding quantized value of \( x \), and \( f(x) \) is the probability density function of the available bandwidth. Hence,

\[
d = \int_0^C f(x)e(\bar{x}, x)dx
= \sum_{i=0}^{n-1} \int_{b_i}^{b_{i+1}} \left( \int_{\min\{\bar{x}, x\}}^{\max\{\bar{x}, x\}} p(y)dy \right) f(x)dx
= \sum_{i=0}^{n-1} \int_{b_i}^{b_{i+1}} \left( \int_{\bar{x}}^{x} p(y)dy \right) f(x)dx
+ \sum_{i=0}^{n-1} \int_{b_i}^{b_{i+1}} \left( \int_{\bar{x}}^{x} p(y)dy \right) f(x)dx.
\]

Note that

\[
\int_0^C f(x)dx = 1
\]
and

\[
\int_0^C p(x)dx = 1.
\]
Therefore, we can form a Lagrangian Relaxation by incorporating the constraints, Eqs. (26) and (27), into Eq. (25)

\[
L(B_0, B_1, \ldots, B_{n-1}, b_1, b_2, \ldots, b_{n-1})
= d - \lambda_1 \left( \int_0^C f(x)dx - 1 \right)
- \lambda_2 \left( \int_0^C p(x)dx - 1 \right).
\]

So,

\[
\frac{\partial L}{\partial b_i} = f(b_i) \left[ \int_{b_{i-1}}^{b_i} p(x)dx - \int_{b_i}^{b_{i+1}} p(x)dx \right]
\]
and
\[
\frac{\partial^2 L}{\partial b_i^2} = f'(b_i) \left[ \int_{b_{i-1}}^{b_i} p(x) dx - \int_{b_i}^{b_{i+1}} p(x) dx \right] + 2f(b_i)p(b_i).
\]

Note that
\[
\int_{b_{i-1}}^{b_i} p(x) dx - \int_{b_i}^{b_{i+1}} p(x) dx = 0 \Rightarrow \frac{\partial L}{\partial b_i} = 0 \tag{30}
\]
and
\[
\int_{b_{i-1}}^{b_i} p(x) dx - \int_{b_i}^{b_{i+1}} p(x) dx = 0 \Rightarrow \frac{\partial^2 L}{\partial b_i^2} = 2f(b_i)p(b_i) \geq 0. \tag{31}
\]

Hence, \(\forall i\), by letting
\[
\int_{b_{i-1}}^{b_i} p(x) dx - \int_{b_i}^{b_{i+1}} p(x) dx = 0, \tag{32}
\]
\(L(B_0, B_1, \ldots, B_{n-1}, b_1, b_2, \ldots, b_{n-1})\) is minimized, i.e., the source distortion is minimized. Moreover,
\[
\frac{\partial L}{\partial B_i} = p(B_i) \left( \int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx \right) \tag{33}
\]
and
\[
\frac{\partial^2 L}{\partial B_i^2} = \dot{p}(B_i) \left( \int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx \right) + 2p(B_i)f(B_i) \geq 0. \tag{34}
\]

By letting
\[
\int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx = 0, \tag{35}
\]
\[
\frac{\partial^2 L}{\partial B_i^2} = \dot{p}(B_i) \left( \int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx \right) + 2p(B_i)f(B_i) \geq 0 \tag{36}
\]
and
\[
\frac{\partial L}{\partial B_i} = p(B_i) \left( \int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx \right) = 0, \tag{37}
\]
\(L(B_0, B_1, \ldots, B_{n-1}, b_1, b_2, \ldots, b_{n-1})\) is minimized. So, the optimal partition of the bandwidth can be achieved by solving Eqs. (32) and (35). Observe that, if \(f(x) = p(x)\), from Eqs. (32) and (35), we have
\[
\int_{b_{i-1}}^{b_i} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx = 0 \tag{38}
\]
and
\[
\int_{b_i}^{b_{i+1}} f(x) dx - \int_{b_i}^{b_{i+1}} f(x) dx = 0. \tag{39}
\]

It follows that \(\forall i, j < n (i, j > 1)\)
\[
\int_{b_{i-1}}^{b_i} f(x) dx = \int_{b_i}^{b_{i+1}} f(x) dx. \tag{40}
\]

Then,
\[
\int_{0}^{c} f(x) dx = 1 \Rightarrow \forall i, \int_{b_{i-1}}^{b_i} f(x) dx = \frac{1}{n} \tag{41}
\]
Therefore, when both the requested bandwidth and the available bandwidth of connections are uniformly distributed from 0 to \(C\), the partition of the bandwidth of the equal class based update policy proposed in [13] is optimal. With Eq. (25), we can further derive the minimized source distortion when the number of classes of bandwidth is given. Assume the available bandwidth is uniformly distributed, i.e., \(f(x) = \frac{1}{L}\). Therefore, by Eq. (35), \(B_i - b_i = b_{i+1} - b_i\) for all \(0 \leq i < n\). Hence, by Cauchy mean-value theorem and Eq. (32),
\[
\int_{b_{i-1}}^{b_i} p(x) dx = \int_{b_i}^{b_{i+1}} p(x) dx
\]
\[
\Rightarrow p(\xi_{i-1}(b_i - b_{i-1}) = p(\delta_{i})(B_i - b_i)
\]
\[
\Rightarrow p(\xi_{i-1}(b_i - b_{i-1}) = p(\delta_{i})(b_{i+1} - b_i), \tag{42}
\]
where \(\forall i, B_{i-1} < \xi_{i-1} < b_i\) and \(b_i \leq \delta_i \leq B_i\). Hence, if \(p(\delta_i) > p(\xi_{i-1})\), then \(b_{i+1} - b_i < b_i - b_{i-1}\), i.e., the size of the \(i\)th class is less than that of the \((i-1)\)th class, which conforms to our claim that relatively accurate link state information is preferred at the point (available bandwidth) where the value of the probability density function of the requested bandwidth of connections is large. Next, we provide an example of computing \(b_1, b_2, \ldots, b_{n-1}\) \((b_0 = 0\) and \(b_n = C\) and \(B_0, B_1, \ldots, B_{n-1}\). Assume the available bandwidth is uniformly distributed from 0 to \(C\) \((f(x) = \frac{1}{L})\). Therefore,
\[
\frac{\partial f}{\partial b_i} = \frac{\partial}{\partial b_i} \left( \int_{b_{i-1}}^{b_i} \int_{b_{i-1}}^{b_{i+1}} p(y) dy dx \right) = 0
\]
\[
\Rightarrow \frac{\partial}{\partial b_i} \left( \int_{b_{i-1}}^{b_i} \int_{b_{i-1}}^{b_{i+1}} p(y) dy dx + \int_{b_i}^{b_{i+1}} \int_{b_{i-1}}^{b_{i+1}} p(y) dy dx \right) = 0
\]
\[
\Rightarrow b_i = \frac{B_{i-1} + B_i}{2}. \tag{43}
\]
Further assume that the requested bandwidth is also uniformly distributed but from \( \sigma \) to \( \zeta \) (\( 0 \leq b_{\text{min}} = \sigma < b_{\text{max}} = \zeta \leq C \)). Hence, by Eq. (32), either
\[
p(B_i) = 0 \quad (44)
\]
or
\[
\int_{b_i}^{b_i + \Delta} f(x) \, dx - \int_{b_i}^{b_i + \Delta} f(x) \, dx = 0. \quad (45)
\]
Since
\[
\sigma \leq b_i \leq \zeta \quad (46)
\]
and the requested bandwidth is uniformly distributed from \( \sigma \) to \( \zeta \),
\[
p(B_i) = \frac{1}{\zeta - \sigma}. \quad (47)
\]
Therefore,
\[
B_i - b_i = b_{i+1} - B_i. \quad (48)
\]
On the other hand, since \( b_i = \frac{b_{\text{max}} - b_{\text{min}}}{n} \) (by Eq. (43)), we have
\[
B_i = b_{\text{min}} + i \left( \frac{b_{\text{max}} - b_{\text{min}}}{n} \right) = \sigma + \frac{\zeta - \sigma}{n} \quad (49)
\]
and
\[
b_i = \frac{B_{i-1} + B_i}{2} = b_{\text{min}} + \left( \frac{b_{\text{max}} - b_{\text{min}}}{n} \right) \left( \frac{2i - 1}{2} \right) \quad (50)
\]
Intuitively, the larger the number of classes, the more sensitive our link state update policy is to the fluctuation of the available bandwidth is. As a result, the bandwidth required for updating the link state information is larger. Therefore, given an upper bound on the bandwidth for link state update, there accordingly exists an upper bound on the number of classes. In this paper, we approximately compute the bandwidth used for link state update under the condition that the number of classes is \( n \). Denote \( p(B_i) \) as the probability that the quantized value of a sample is \( B_i \); \( q(B_i) \) as the probability that the link state information is updated with \( B_i \), \( i = 1, 2, \ldots, n - 1 \); \( p(B_i|B_j) \) as the transition probability of two consecutive (quantized value of) samples from \( B_i \) to \( B_j \), and \( T_\delta \) as the average interval between two consecutive samples. Note that \( q(B_i) \) is different from \( p(B_i) \) because \( B_i \) is used for an update only when the previous update (not the previous sample) \( B_j \) is different from \( B_i \). For example, as shown in Fig. 4, assume there are only two classes and two quantized values \( B_0 \) and \( B_1 \), \( p(B_0) = 0.2 \), \( p(B_1) = 0.8 \), and \( p(B_0|B_0) = 0 \) (the transition probability that the current quantized value is \( B_0 \) under the condition that the previous one is also \( B_0 \)). Observe that before and after each \( B_0 \), there must be a sample with value \( B_1 \) (because \( p(B_0|B_0) = 0 \)). Since an update can occur only when two consecutive samples are different from each other, \( q(B_0) = 0.5 \), and \( q(B_1) = 0.5 \). As mentioned before, the sample sequence is a random sequence with memory. Note that a sample is used for update only when it differs from the latest update, i.e., whether a sample is used for update only depends on the previous update. Therefore, for simplicity, we approximately assume that the sample sequence has the Markov memory structure, i.e., \( p(B_i|B_{i-1}, B_{i-2}, \ldots, B_0) = p(B_i|B_{i-1}) \), where \( p(B_i|B_{i-1}, B_{i-2}, \ldots, B_0) \) is the conditional probability that, under the condition that the previous samples are \( B_{i-1}, B_{i-2}, \ldots, B_0 \), the \( i \)th sample is \( B_i \). Therefore, we have
\[
p \left( \begin{array}{cccc}
p(B_0|B_0) & p(B_1|B_0) & \cdots & p(B_{n-1}|B_0) \\
p(B_0|B_1) & p(B_1|B_1) & \cdots & p(B_{n-1}|B_1) \\
& \cdots & \cdots & \cdots \\
p(B_0|B_{n-1}) & p(B_1|B_{n-1}) & \cdots & p(B_{n-1}|B_{n-1})
\end{array} \right) = p, \quad (52)
\]
where \( p = (p(B_0), p(B_1), \ldots, p(B_{n-1})) \). Accordingly, the sequence of updates exhibits the Markov memory structure. Hence, assuming the transition probability of updates from \( B_i \) to \( B_j \) is \( q(B_j|B_i) \),
\[
q \left( \begin{array}{cccc}
q(B_0|B_0) & q(B_1|B_0) & \cdots & q(B_{n-1}|B_0) \\
q(B_0|B_1) & q(B_1|B_1) & \cdots & q(B_{n-1}|B_1) \\
& \cdots & \cdots & \cdots \\
q(B_0|B_{n-1}) & q(B_1|B_{n-1}) & \cdots & q(B_{n-1}|B_{n-1})
\end{array} \right) = q, \quad (53)
\]
where \( q = (q(B_0), q(B_1), \ldots, q(B_{n-1})) \). Since a sample is used for update only when it is different from the previous update, \( q(B_i|B_i) = 0 \) for all \( 0 \leq i < n - 1 \). Therefore,
\[
q(B_i|B_i) = \frac{p(B_j|B_i)}{1 - p(B_j|B_i)}, \quad i \neq j. \quad (54)
\]
Hence, we can compute \( q \) by solving Eq. (53).
As shown in Fig. 5, assume that the average number of samples between any two consecutive updates is \( m \). Accordingly, the average interval between any two consecutive updates is \((m+1)T_s\), and the average number of updates in a unit time, or the update rate, is \( \frac{1}{(m+1)T_s} \). Assume that the size of the packets used for link state update is \( L_u \), then the bandwidth used for link state update (a single link) is \( \frac{L_u}{(m+1)T_s} \), and the number of link state information packets received by each node of a network in a unit time is \( \frac{E}{(m+1)T_s} \), where \( E \) is the number of links in the network. Next, we compute \( m \) under the assumption that \( p(B_i|B_1) \) and \( q(B_i) \) \( (0 \leq i, j < n) \) are known. Note that an update occurs if the current sample is in a different class from the last update. Therefore, if the current update value is \( B_n \), the average number of samples till the next update is

\[
\sum_{k=0}^{\infty} kp^k(B_i|B_1)(1 - p(B_i|B_1)).
\]

(55)

Hence, the average number of samples between any two consecutive updates is

\[
m = \sum_{i=0}^{n-1} q(B_i) \left( \sum_{k=0}^{\infty} kp^k(B_i|B_1)(1 - p(B_i|B_1)) \right)
\]

(56)

and thus the average bandwidth used for link state update can be computed.

5. Simulations

Note that given a blocking probability \( p \) of a connection on every single link and without considering the relation among links, its overall blocking probability to traverse through an \( h \)-hop path is

\[1 - (1 - p)^h.\]

Moreover, the number of link state updates of a network is simply the sum of the updates of all the links in the network because each link updates its own link state information independently. Therefore, the performance of a link state update policy in a network can be reflected by its performance on a single link. Hence, instead of conducting simulations in a network, we choose an easier alternative: evaluating the performance of our proposed link state update by comparing it with those in [13] (threshold based, equal class based, and exponential class based update policies) on a single link. For completeness, we briefly review the equal class based and exponential class based update policies.

Definition 3. Equal class based update policy [13] is characterized by a constant \( B \) which is used to partition the available bandwidth operating region of a link into multiple equal size classes: \((0, B), (B, 2B), \ldots, etc.\). An update is triggered when the available bandwidth on an interface changes to a class that is different from the one at the time of the previous update.

Definition 4. Exponential class based update policy [13] is characterized by two constants \( B \) and \( f(f > 1) \) which are used to define unequal size classes:

\((0, B), (B, (f + 1)B), ((f + 1)B, (f^2 + f + 1)B), \ldots, etc.\). An update is triggered when a class boundary is crossed.

Note that when the available bandwidth fluctuates around a class boundary, many meaningless updates may be triggered. In order to dampen such oscillatory behavior, the two class based policies are augmented by a hysteresis mechanism in [13]: the generation of an update is suppressed until the available bandwidth reduces sufficiently to cross beyond the middle value of the new classes. Such rule is not applied when the available bandwidth increases and crosses a class boundary.

We adopt two performance indices for the purpose of comparison: the update rate (average number of updates in a unit time) and the false blocking probability of connections, which are respectively defined below.

\[
\text{The total number of updates} \quad \frac{\text{Total simulation time}}{\text{Total number of connection requests}},
\]

(57)

\[
\text{The total number of false blockings of connections} \quad \frac{\text{Total number of connection requests}}{\text{Total number of connection requests}},
\]

(58)

where the total simulation time is the total number of unit times simulated. Similar to [14], the arrivals of connection requests are generated with a Poisson process with rate \( \lambda = 1 \) and the duration of each connection is of a standard Pareto distribution with \( \alpha = 2.5 \) (cumulative distribution of the standard Pareto distribution is \( F_c(x) = 1 - \left(\frac{x}{\beta}\right)^\alpha \), where \( \alpha \) is the shape parameter and \( \beta \) is the scale parameter).
Hence, the average duration of a connection is 
\[ l = \frac{3b}{k} \] (the mean of the standard Pareto distribution). By [14], the average traffic load of the link is 
\[ \rho = \frac{3lb}{R} \], where \( b \) is the average requested bandwidth of a connection. For the purpose of comparison, we do not set the clamp down timer in our simulations. Upon the acceptance and the end of a connection, the available bandwidth is re-computed. The bandwidth requested by each connection is uniformly distributed in \([0, B_{\text{max}}]\). Note that for a single class based link state update policy, the larger number of the classes the bandwidth is partitioned into, the more accurate the link state information is, implying the lower false blocking probability of connections, while the more sensitive it is to the fluctuation of the available bandwidth, thus resulting in a larger update rate. Hence, we can claim that policy 1 outperforms policy 2 if and only if, for any given number of classes to policy 2, an appropriate number of classes can always be found for policy 1 such that it achieves better performance on both the update rate and false blocking probability of connections. By extensive simulations, we found that our proposed link state update policy outperforms the equal and exponential class based link state update policies for any given number of classes. In this paper, due to the page limit, we only selectively present the simulation results of the cases that the numbers of classes of the equal class based update policy are 5 and 10 (\( B = 0.1C \) and \( 0.2C \)), and \( B = 0.05C \) and \( f = 2 \) for the exponential class based update policy (the number of classes is 4). We adopt \( n = 2 \) and 3 for our proposed link state update policy and \( \tau = 0.8 \) (threshold) for the threshold based update policy in the simulations.

It should be noted that the threshold update policy is different from the class based ones in the sense that the number of classes in the class based update policies determines the accuracy of link state information, while the threshold update policy achieves different accuracy level of link state information by adjusting the threshold value, which is a continuous variable. Naturally, the larger the threshold value is, the coarser the link state information is and the lower the protocol overhead is. As such, in order to claim that a class based update policy to be “strictly” better than the threshold one, we need to make sure that for every single threshold value, we can find a corresponding number of classes such that the class based update policy outperforms its contender in terms of both the update rate and false blocking probability. We have verified that our proposal is capable of achieving better performance than the threshold update policy through

![Fig. 6. The distributions of the available bandwidth.](image-url)
extensive simulations. Owing to the page limit, we only selectively present the performance evaluation of the threshold update policy when $\tau = 0.8$.

As the first step of our proposed link state update policy, we compute the probability density function of the available bandwidth as shown in Fig. 6, where the traffic loads are 37.5% and 75%, and $B_{\text{max}} = 0.05C$ and 0.1C, respectively (we denote $0.1C/75\%$ as the case that $B_{\text{max}} = 0.1C$ and the traffic load is 75%). Note that the probability that the
available bandwidth is less than $B_{\text{max}}$ is very small (the integration of the probability density function of the available bandwidth from 0 to $B_{\text{max}}$, i.e., the probability that the available bandwidth is no larger than $B_{\text{max}}$ is less than 5%). Hence, the update rate of our proposed link state update policy is low.

Figs. 7–10 illustrate our simulation results, in which $n$ denotes the number of classes and $Beta$ denotes the parameter $\beta$. In both simulations, our
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**Fig. 9.** Update rates of policies when $B_{\text{max}} = 0.1C$.
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**Fig. 10.** False blocking probability of connections when $B_{\text{max}} = 0.1C$. 
proposed link state update policy can achieve much better performance than the three update policies, i.e., our proposed link state update policy achieves lower blocking probabilities with lower update rates than others, implying that our proposed link state update is more practical than the equal and exponential class based link state update policies in terms of the update rate and false blocking probability of connections.

Finally, it should be noted again that although our simulations are conducted on a single link, as long as no cooperation between links is used for updating the link state information, we can equally claim that our proposed link state information update scheme outperforms the three policies from the perspective of a whole network.

6. Conclusions

In this paper, we have proposed an efficient link state update policy. Through theoretical analysis and extensive simulations, we have shown that it greatly outperforms its contenders, i.e., it achieves a much lower false blocking probability with a very low update rate. As a result, we can increase the performance of QoS routing using the proposed link state update policy.
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