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Summary

Emerging real-time communications and multimedia applications necessitate the provisioning of Quality of

Service (QoS) in Internet. Recently, a new concept, referred to as service vector, has been introduced to enhance

the end-to-end QoS granularity, and at the same time, maintain the simplicity and scalability feature of the current

differentiated services (DiffServ) networks. This work extends this concept to wireless ad hoc networks and

proposes a cross-layer architecture based on the combination of delay-bounded wireless link level scheduling and

the network layer service vector concept, resulting in significant power savings and finer end-to-end QoS

granularity. The impact of various traffic arrival distributions and flows with different QoS requirements on the

performance of this cross-layer architecture is also investigated and evaluated. Copyright # 2006 John Wiley &

Sons, Ltd.
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1. Introduction

The proliferation of Internet applications and services

has fostered growing research activities in provision-

ing Quality of Service (QoS). Evolution of the Internet

infrastructure from a best-effort service model to the

one in which service differentiation can be provided

for different users and applications, and progression

of the networking environment towards the wireless

domain, call for techniques that can facilitate

differentiated services in wireless networks. More-

over, wireless ad hoc networks introduce additional

challenges since they have no fixed network infra-

structure or administrative support [1,2].

Currently, two service models have been proposed

for end-to-end QoS provisioning in the Internet: In-

tserv [3] and Diffserv [4]. The former provides per-

flow-based resource reservation and allocation,

whereas the latter aggregates individual flows and

provides only a number of services to the aggregated

*Correspondence to: Prof. Symeon Papavassiliou, Electrical and Computer Engineering Department Network Management &
Optimal Design Lab (NETMODE) National Technical University of Athens (NTUA) 9 Iroon Polytechniou str. Zografou,
15780, Athens, Greece.
yE-mail: papavass@mail.ntua.gr

Contract/grant sponsor: National Science Foundation; contract/grant number: 0435250.

Copyright # 2006 John Wiley & Sons, Ltd.



data flows. Intserv suffers from the scalability pro-

blem, while Diffserv can only provide coarse QoS

granularity. Recently, a novel distributed end-to-end

QoS provisioning architecture has been proposed

[5,6], which can enhance network resource utilization

and end-to-end QoS granularity, while maintaining the

simplicity and scalability feature of the Diffserv net-

work architecture. Moreover, a new concept, service

vector, was introduced by which an end host can

choose different services at different routers along its

data path [6].

The power limited and time-varying nature of the

wireless domain makes most of the QoS provisioning

techniques originally designed for the wired environ-

ment unsuitable for wireless networks. QoS provi-

sioning in multi-hop wireless ad hoc networks has not

been addressed successfully, since these networks

pose further challenges owing to their infrastructure-

less and multi-hop nature.

Multi-hop wireless networks gain increasing popu-

larity, as multi-hop connections inevitably become

necessary to maintain high degree of network con-

nectivity and achieve higher data rates for large

distances. Guaranteeing end-to-end delay in multi-

hop wireless networks becomes an important issue

due to the delay sensitive nature of the emerging real-

time communications. The previously mentioned In-

tserv and Diffserv models attempt to address the end-

to-end delay assurance problem, and the solutions

hitherto proposed are mainly centered on these frame-

works. For instance, authors in Reference [7] pro-

posed a method for flow allocation along links while

minimizing the total average power consumption, for

end-to-end delay constrained traffic in multi-hop

wireless networks. Unlike Diffserv scheme, Intserv

provides end-to-end resource (bandwidth) reserva-

tion. However, since bandwidth is a scarce resource

in a wireless setting, Diffserv-based solutions are

considered to be more viable for end-to-end QoS

assurances in multi-hop wireless networks. The intro-

duction of Per domain behaviors (PDBs) in the

Diffserv framework [8] aimed at addressing this

end-to-end QoS guarantee issue. On the other hand,

in Reference [9] a Diffserv-based end-to-end delay

assurance mechanism for multi-hop WLANs has been

proposed and is referred to as neighborhood propor-

tional delay differentiation (NPDD). This solution is

based on the proportional delay differentiation (PDD)

model [10], which was originally designed for wire-

line networks. In NPDD model, an application

chooses a certain service class via the implementation

of dynamic class selection (DCS) algorithm [11]. In

this model, unlike the service vector scheme and

paradigm that is adopted in our paper, each node

along the path utilizes the same service class.

In our work, the proposed service vector paradigm

[5,6] is extended to wireless ad hoc networks. A cross-

layer architecture that combines the link level sche-

duling and network level service vector concept is

proposed and evaluated. It is demonstrated that within

this distributed architecture, the service vector para-

digm can enhance the end-to-end QoS in wireless ad

hoc networks by reducing the power consumption as

well as providing finer QoS granularity.

The remaining of the paper is organized as follows.

In Section 2, some relevant background information

with respect to the service vector QoS provisioning

paradigm is provided, while in Section 3, the corre-

sponding problem is rigorously formulated within the

multi-hop wireless ad hoc network framework. In

Section 4, the power efficient delay bounded multi-

user scheduling, which is an integral part of the

overall proposed cross-layer approach, is described,

while Section 5 presents the performance evaluation

of the proposed methodology under different traffic

scenarios. Finally, concluding remarks are given in

Section 6.

2. Background Information
on Service Vector Paradigm

Explicit Endpoint Admission Control with Service

Vector (EEAC-SV) scheme [5,6] has been recently

proposed in the literature as an enhanced QoS provi-

sioning mechanism. In essence, this mechanism relies

on the idea of explicitly providing information about

the performance of each service class at each router

during the probing phase, and enabling the flow to

choose different service class at each router along the

path during the data transfer phase. In other words, a

service vector is selected at the end of the probing

phase according to the QoS related information fed

back by the network in the probing packets; this

service vector is attached to the data packets in the

data transfer phase. Assume that there are m routers

along the path of a flow and n service classes are

provisioned at each router. The set of n service classes

can be denoted as S ¼ ðS0; S1; . . . ; Sn�1Þ. A flow may

choose service si at router i, where si 2 S, which

may be different from service sj it chooses at

router j. A service vector can be represented by

s ¼ ðs0; s1; . . . ; sm�1Þ, where each element corres-

ponds to the service class chosen at the corresponding

1004 D. GOZUPEK, S. PAPAVASSILIOU AND N. ANSARI

Copyright # 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:1003–1015



router along the path. The end host basically imple-

ments an optimization procedure in determining the

appropriate service vector [5,6]. The optimization

process aims at maximizing the benefit of the end

host in utilizing the network services, subject to the

constraints on the end-to-end QoS requirements of the

data flow. The benefit of the end user is expressed in

terms of the utility function which represents the

user’s level of satisfaction with the perceived QoS

and characterizes how sensitive users are to the

changes in QoS. To achieve a certain utility, the

user pays for a cost represented by a cost function,

which is determined by the corresponding pricing

policy and the service vector the flow chooses.

Therefore, the objective of the optimization process

for the end user is to select the appropriate network

services (i.e., service vector) that results in maximiz-

ing the user’s benefits, based on the utility function

and the associated user cost function [5,6]. It should

be noted here that in this paper, the emphasis of our

work is not placed on the actual optimization of the

service vector selection; we rather study and evaluate

the power savings and finer end-to-end QoS granu-

larity that can be achieved in wireless ad hoc net-

works within the framework of the service vector

paradigm.

Various end-to-end service provisioning methodol-

ogies, namely the static service mapping and dynamic

service mapping schemes have been proposed for

Diffserv networks. Therefore, within the context of

the service vector concept, the various end to end QoS

provisioning mechanisms can be categorized as

follows:

Scheme 1—Conventional service (EEAC-CS)

scheme (static service mapping): Currently, some

Internet equipment vendors statically map the users’

QoS requirements to a certain service class [12] and

hence, the service vector s is a constant vector. If the

measured QoS performance at the destination meets

the QoS requirements, the flow is admitted. Other-

wise, it is rejected. The end host only checks whether

the statically mapped service class satisfies the re-

quirements or not, and therefore, the resultant QoS

granularity is Oð1Þ.
Scheme 2—EEAC with single class of service

(EEAC-SCS) scheme (dynamic service mapping):

The service vector is a constant vector as in

EEAC-CS; that is, only one service class is used

along the path. However, the flow is now dynami-

cally mapped to the available best service class. An

optimization procedure that tries to find the service

vector satisfying the QoS constraint and maximizing

the revenue among all the possible n service vectors

is applied, and hence, the resultant QoS granularity

is OðnÞ.
Scheme 3—EEAC with combination of service

classes (EEAC-CSC) scheme (combination of service

classes via the service vector): In this case, different

service classes can be selected at the routers along the

path; therefore, there are nm possible solutions. A user

side optimization model that operates on these nm

possible service vectors in order to identify the opti-

mal one is applied [5,6], and hence, the resultant QoS

granularity is OðnmÞ.

3. Problem Formulation

In this paper, we consider a multi-hop wireless ad hoc

network, where every node may play the role of

routing by relaying packets towards their final

destination. Therefore, in the following, we use

the terms nodes and routers interchangeably. Assume

that a flow going from its source to the destination

passes through m intermediate routers, where the

set of available service classes at each router is

S ¼ ðS0; S1; . . . ; Sn�1Þ. After the probing phase is

executed, the end host determines the service vector

as s ¼ ðs0; s1; . . . ; sm�1Þ, where the service class cho-
sen at router i is denoted by si 2 ðS0; S1; . . . ; Sn�1Þ.
The QoS parameter considered here in determining

the service vector is the average end-to-end delay; that

is, each service class si corresponds to a predeter-

mined average delay bound delayðsiÞ. The data trans-
mission phase takes place in a time-slotted manner,

and the average end-to-end delay bound of a data flow

is inelastic; that is, the application does not care if

better than required QoS is provided. This means that

the user’s level of satisfaction with the perceived QoS

is the same as long as the provided QoS performance

is within the required bounds.

To minimize the overall transmission power along

the route once the service vector has been determined,

we need to consider the following problem:

minEfPg
s:t: EfDig � delayðsiÞ8i 2 ð0; 1; . . . ;m� 1Þ

where P ¼ limn!1
Pm�1

i¼0 Pi;n; Pi;n is the power in

time slot n at router i, Di is the delay experienced at

router i, and si is the service class chosen at router i.

Apparently, the above problem can be transformed

to the link level scheduling problem of minimizing the

ENHANCING QoS IN WIRELESS AD HOC NETWORKS 1005

Copyright # 2006 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:1003–1015



average transmit power subject to the average delay

constraints of all the service class buffers. Delaying

communication by decreasing the transmission

rate to save power is commonly used in wireless

systems [13,14].

The major merit of the service vector scheme

(EEAC-CSC) is that it allows a flow to choose a

service class with less stringent delay guarantees in

some part of the network, even though that service

class might be unavailable in some other part of

the network. This way, the transmission rate can be

decreased at that node, which in turn reduces the

power consumption. For instance, suppose that

the service classes 0, 1, and 2 correspond to average

delay bounds of 100ms, 200ms, and 300ms, respec-

tively. Furthermore, assume that there are three nodes

along the data path, and the average end-to-end delay

bound of the data flow is 750ms. EEAC-CS scheme

results in the usage of Class 0 along the entire path,

and hence 300ms average end-to-end delay, whereas

EEAC-SCS scheme results in the usage of Class 1

along the data path and hence 600ms average end-to-

end delay. On the other hand, EEAC-CSC scheme

results in the usage of Class 1, Class 1, and Class 2

along the path and consequently an average end-to-

end delay of 700ms (which still meets the end-to-end

delay bound of the data flow under consideration).

Since larger delay corresponds to decreased transmis-

sion rate and hence less power consumption via the

implementation of an appropriate scheduling disci-

pline, EEAC-CSC scheme results in the least power

consumption as compared to EEAC-CS and EEAC-

SCS schemes. Therefore, this cross-layer approach of

using the service vector scheme in combination with

an appropriate scheduling discipline can enable the

network to have significant power savings, which is

vital for the efficient operation of wireless ad hoc

networks.

On the other hand, consider another data flow with

an average end-to-end delay bound of 850ms. EEAC-

CS and EEAC-SCS schemes still result in the usage of

Class 0 and Class 1, respectively, along the entire data

path, whereas EEAC-CSC scheme results in the usage

of Class 1, Class 2, and Class 2, which corresponds to

an average end-to-end delay of 800ms. In other

words, EEAC-CSC scheme can differentiate between

the two data flows having 750ms and 850ms average

end-to-end delay bounds, whereas the other two

schemes fail to achieve this differentiation. Therefore,

while EEAC-CS and EEAC-SCS schemes result in the

same average end-to-end power consumption for

these two different data flows, EEAC-CSC scheme

leads to less power consumption for the data flow

having 850ms average end-to-end delay bound.

Therefore, in addition to power savings, EEAC-CSC

scheme can also enable finer QoS granularity in terms

of average end-to-end power consumption.

4. Power Efficient Delay
Bounded Scheduling

A power efficient delay bounded multi-user scheduler

is a key element in our proposed design, where we use

the term scheduling to refer to the decision about the

transmission rate and power, based on the instanta-

neous buffer states. Optimal and suboptimal multi-

user schedulers were proposed in References [15] and

[16], where a dynamic programming technique called

value iteration algorithm (VIA) is utilized in finding

the optimum scheduler for both single-user and multi-

user cases. A suboptimum scheduler, called log-linear

scheduler, was proposed for the single-user case [15].

Furthermore, a two-stage solution was proposed as a

suboptimal multi-user scheduler for the time division

multiple access (TDMA) scheme [16], where the flow

choice is made in the first step and the number of

packets to be transmitted in a certain time slot is

determined in the second step, by utilizing the opti-

mum single-user scheduler proposed in Reference

[15]. Since the high number of possible states in the

VIA increases considerably, the computational com-

plexity of the optimum multi-user scheduler, decou-

pling the solution into these two separate stages helps

to eliminate this problem.

In our work, the proposed suboptimal TDMA

scheduler is modified by having the scheduler to

transmit according to the suboptimal log-linear sche-

duler rather than the optimal single flow scheduler in

the second step of the algorithm. There are basically

three reasons for this design choice. First of all, the

number of possible states in VIA grows exponentially

as the buffer size and the number of queues in the

system increase. In our implementation, three service

classes: namely expedited forwarding (EF), assured

forwarding (AF), and best effort (BE), are provisioned

at each router. Therefore, the three buffers corre-

sponding to these service classes do not contribute

significantly to the computational complexity of the

VIA. However, finding the optimal scheduler becomes

computationally intensive as the buffer sizes increase.

Second, the Lagrangian value ", which is a parameter

of the cost function in VIA, was found to be

mathematically intractable, even for the single user
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optimum scheduler. Third, VIA requires detailed

knowledge about the arrival distribution. In situations

where the optimal scheduler is adapted over time as

the arrival distribution changes the implementation of

VIA may lead to an intractable design. In principle,

there are two means to obtain information about the

arrival distribution. The first option is that the arrival

distributions can be measured in real time; however,

this option is not feasible not only because it intro-

duces additional implementation complexity, but also

because the measurement results might be inaccurate

and can lead to erroneous scheduler decisions. The

second option is that each router can compute its

output distribution and send this information to the

next router along the path. Nevertheless, this option

also introduces extra messaging overhead in the net-

work, while the computation of the output distribution

is not trivial. This can be clearly illustrated by the one

buffer case below, where the output distribution at a

router is given as follows:

Probðbn ¼ jÞ ¼
XL
k¼0

sk � �j;k

where sk ¼ Probðxn ¼ kÞ and

�j;k ¼ Probðun ¼ j=xn ¼ kÞ

Here, bn denotes the number of packets transmitted by

the router at time slot n, xn is the number of packets in

the buffer at the beginning of time slot n, un is the

number of packets chosen for transmission at the

beginning of time slot n, L is the buffer size, and

�j;k denotes the corresponding scheduling actions.

Since each router knows its own scheduler actions,

�j;k values are known; therefore, the router only needs

to compute its vector of stationary probabilities of the

buffer states, s ¼ ½s0 s1 . . . sL�. The stationary prob-

ability of buffer state y can be expressed as

sy ¼
PL

i¼0

Py
t¼y�i ðsi � Prðan ¼ tÞ � �tþi�y;iÞ, where

an denotes the number of packets arrived in time slot

n. Together with the fact that all the stationary buffer

probabilities sum up to 1, hence
PL

y¼0 sy ¼ 1, a

system of Lþ 2 linear equations needs to be solved.

In the general case where K buffers are available,

the number of queued packets at the beginning of the

nth time slot in buffer i is denoted by xi;n and each

buffer state is represented by a 1� K vector as

½x1;n; . . . ; xK;n�. Buffer i has size of Li packets and

receives ai;n packets in the nth time slot. The number

of packets scheduled for transmission is also

represented by a 1� K vector as ½u1;n; . . . ; uK;n�,
where ui;n denotes the number of packets chosen for

transmission from buffer i at the beginning of the nth

time slot. For instance, for the two buffer case, the

expression for the stationary buffer probabilities is

even more complicated, than the corresponding ones

for the one buffer case. The stationary probability of

buffer state ½y; z� can be conveyed as:

sy;z ¼
Xy

i¼0

Xz

j¼0

XL1
k¼0

XL2
m¼0

sk;m � �½k�i;m�j�;½k;m�

�Prða1;n ¼ y� iÞ � Prða2;n ¼ z� jÞ

Therefore, considering the fact that in general, several

service classes may be available (for instance to

support three service classes such as EF, AF, and BE

traffic, three buffers are required), the computation of

the arrival distribution is apparently intensive.

Moreover, with reference to Scheme 3 (EEAC-

CSC), rather than being computationally involved, it

is mathematically impossible to compute the arrival

distribution for a certain buffer, due to the fact that

when a certain number of packets leave the buffer of a

given service class at a router, does not necessarily

mean that they are going to use the same service class

at the next router, since Scheme 3 (EEAC-CSC)

permits a data flow to use different service classes at

different routers along the path. Therefore, even the

suboptimal multi-user scheduler where the optimal

single user scheduler is used in the second step, cannot

be implemented for the service vector scheme. Be-

cause of these reasons, the suboptimal TDMA sche-

duler originally proposed in Reference [16], is

modified here by using the log-linear scheduler in

the second step of the algorithm.

Furthermore, the three conditions for zero-outage

are ensured for the scheduler. First, no packet drop-

ping is allowed. Second, reliable communication is

guaranteed by having the scheduler to choose the

power level Pn in time slot n such that the number

of packets transmitted un is equal to the Shannon

capacity function for a Gaussian channel [15]. Third,

zero buffer overflow is ensured by guaranteeing that

xk � ðLk �MkÞ, for at most one k ¼ 1; 2; . . . ;K,
where xk is the number of packets in buffer k, Lk is

the size of buffer k, and Mk is the maximum number

of packets that can arrive at buffer k in a time slot.

The reason for this last condition is that only one

user can transmit in a certain time slot in TDMA

system. For instance if K ¼ 2, L1 ¼ L2 ¼ L, and

M1 ¼ M2 ¼ M,when both buffers have at least

L� 2M þ 1 packets, the scheduler transmits M pack-

ets from one of them. This way, any possibility of
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buffer overflow in the next time slot is avoided. If at

most one buffer has L� 2M þ 1 packets, then the

scheduler implements its scheduling action, as de-

scribed below. On the other hand, the upper limit on

the output rate of the scheduler is set to be equal to the

maximum number of packets that can arrive at a

router in a certain time slot; that is, the maximum

number of packets that the scheduler can transmit in a

certain time slot is equal to
PK

k¼1 Mk. The reason for

this is that in order for queuing to occur at a node,

outgoing packet transmission rate from that node has

to be less than or equal to the packet arrival rate to

that node.

Therefore, based on the above discussion, the

following scheduler has been implemented:

Step 1. Flow choice: Index k of the flow chosen to

transmit:

k ¼ l if xl > Ll �Ml

argmaxl
xl

�lDl;0
else

(

Step 2. Number of packets:

un ¼ min xn; logð�xnÞb cð Þ

where xl denotes the number of packets at buffer l at

the beginning of the time slot under consideration, Ll
denotes the size of buffer l, Ml denotes the maximum

number of packets that can arrive at buffer l, �l

represents the average arrival rate to buffer l, and

Dl;0 corresponds to the average delay bound of buffer

l. Furthermore, as explained before, un denotes the

number of packets chosen for transmission from the

selected buffer at the beginning of time slot n, xn
denotes the number of packets at the selected buffer at

the beginning of time slot n, while � is a parameter

that is chosen so that the average delay bound is

satisfied. It should be noted that with reference to

Step 1 of the algorithm, the first condition ensures

zero buffer overflow, whereas the second condition

results in choosing the flow that is closest to violating

its delay bound.

5. Performance Evaluation

The performance of the proposed cross-layered archi-

tecture and corresponding methodology is achieved

via modeling and simulation, using the Optimized

Network Engineering Tool (OPNET). Specifically,

two different types of scenarios have been considered,

in both of which the route of a flow is assumed to be

predetermined. The first scenario refers to the use of a

single flow from the source to the sink, where the

wireless links are assumed to be AWGN channels, and

allows for an in-depth evaluation of the achievable

performance and corresponding trade-offs of the pro-

posed approach. In the second scenario, two flows

with different QoS requirements are considered, in

order to better demonstrate the service differentiation

capabilities of our proposed mechanism. In order to

better evaluate and demonstrate the corresponding

benefits that can be obtained, the performance results

of three different types of QoS provisioning schemes,

that is, Scheme 1 (EEAC-CS), Scheme 2 (EEAC-

SCS), and Scheme 3 (EEAC-CSC), are presented and

compared.

5.1. Models and Assumptions

Three different service classes, namely EF, AF, and

BE, are considered, and the TDMA system is used as

the multiple access scheme for these service classes.

The time slot length is assumed to be fixed:

Ts ¼ 0:05 s, and for all routers along the path the

buffer size of service class k is Lk ¼ 170; 8k ¼ 1; 2; 3,
and the maximum number of packets that can arrive at

the class k buffer is Mk ¼ 6; 8k ¼ 1; 2; 3. In order to

study the impact of the traffic arrival distribution,

either case is considered under both uniformly dis-

tributed and On-Off arrival distributions.

The network topology under consideration in this

study is shown in Figure 1. The source node sends a

probing request to the network and gathers informa-

tion about each service class at the routers. The

information that the routers attach to the probing

acknowledgement packets refer to the availability of

the various service classes at each router. The avail-

ability of each service class is determined based on the

packet arrival rate to that service class buffer. The end

host then determines the best service vector among the

available ones. The average delay bounds for the

service classes considered in this study are defined

in Table I.

With reference to Figure 1, the direction of the data

flow whose performance was evaluated is from node

A to node E. Cross traffic is assumed to be uniformly

distributed, and the maximum number of packets that

can arrive in a time slot for the background traffic

flows is summarized in the following Table II. Packets

arrived at the router are placed in one of the three

buffers depending on their service vectors; that is, the

service class they are using at that router, in a FIFO

manner. At the beginning of each time slot, based on
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the methodology described in Section 4, the scheduler

determines which buffer to serve and how many

packets to transmit from that buffer at that time slot.

Since TDMA is used, only one buffer is allowed to

transmit its packets in a certain time slot. However, in

a time slot, the selected flow is allowed to transmit

multiple packets. The upper limit of the number of

packets of the selected flow that the scheduler can

transmit in a certain time slot is the summation of the

maximum number of packets that can arrive at all the

buffers of a router in a certain time slot, as explained

in Section 4.

The reason for checking the availability of the

service classes at each router during the probing

phase is demonstrated in Figures 2 and 3, which

illustrate the average delay and power consumption

of the various service classes at router 1, before the

flow from node A to node E starts sending traffic. As

observed from Figure 3, class 2 traffic at router 1 has

significantly higher power consumption than the

other ones, although it is the service class with the

least stringent delay bound requirement. Besides, as

observed from Figure 2, the average packet delay of

this service class is much smaller than its required

value. This happens because the cross traffic over-

loads class 2 at router 1. As the arrival rate to a certain

buffer increases quite considerably, the scheduler

greatly increases the rate of transmission from that

buffer, mainly in order to prevent buffer overflows as

well as to meet the delay bound requirement. As a

result, the actual average delay of that service class

becomes much smaller than its required value at the

expense of enormous power consumption. Further-

more, the scheduler can guarantee zero buffer over-

flow provided that the maximum number of packet

arrivals per time slot to each buffer is less than or

equal to its upper bound. For instance, in our model,

the maximum number of packets that can arrive at the

class k buffer is Mk ¼ 6; 8k ¼ 1; 2; 3. Considering

that the arrival traffic is uniformly distributed, the

arrival rate should not exceed three packets per time

slot. For these two reasons, it is crucial to determine

whether the current maximum number of packets

arriving at the scheduler in a time slot is already

close to its upper limit or not, so that a new flow

admitted to the network should not utilize an over-

loaded service class buffer.

Power consumption is related to the output rate of

the scheduler, which is in turn directly related to the

arrival rate. Therefore, the estimated value of the

packet arrival rate accurately reflects the fact that a

certain service class is overloaded and can differenti-

ate itself from the buffers that are not overloaded

along the path. Consequently, estimation of the packet

arrival rate is used in this work to determine the

availability of a certain service class in the probing

Fig. 1. The simulated network topology.

Table I. Service class definitions.

Service class Average delay bound

EF (Class 0) 100ms
AF (Class 1) 150ms
BE (Class 2) 350ms

Table II. Summary of background traffic.

Source Destination Class 0 (EF) Class 1 (AF) Class 2 (BE)
(packets/slot) (packets/slot) (packets/slot)

Node B Node D 2 2 2
Node B Node C 0 0 4
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phase. Exponential moving average filter is used in the

estimation process [17], which is measured in terms of

packets/time slot as follows:

rSjðtÞ ¼ 1� e��Sj ðtÞ=K
� � Ts

�SjðtÞ
þ e��Sj ðtÞ=KrSj;oldðtÞ

where Ts is the time slot length in seconds, rSjðtÞ is the
estimated arrival rate for service class Sj at time t,

rSj;oldðtÞ is the most recently updated arrival rate

before t, �SjðtÞ is the interval between the arrival of

the previous received packet of service class Sj and the

current time t, and K is a constant. At each router, rSj
is updated when a data packet of service class Sj is

received. In the probing phase, if rSj >
MSj

�1

2
, Sj is

marked as unavailable in the probe acknowledgement

packet; otherwise, it is marked as available.

Selection of the constant K affects the performance

of the arrival rate estimation. More specifically, a

small value of K enables the estimation process to

track the variation in traffic appropriately; neverthe-

less it cannot filter out the transient changes in the data

rate. On the other hand, a large value of K can filter

out these changes and hence, provide stable network

performance, however, it cannot respond to the

changes in the traffic arrival pattern quickly. The

exponential moving average filter has the following

unit sample response function:

hðaÞ ¼ 1� e
��min

Sj
=K

� �
e
��min

Sj
=K

� �a

UðaÞ

where a is the number of packet arrivals that deter-

mines the convergence time required for the measure-

ment result to converge to the actual arrival rate, and

�min
Sj

is the minimum time between consequent packet

arrivals. Since the time slot length is Ts ¼ 0:05 s
and the maximum number of packets that can arrive

at a service class buffer is MSj ¼ 6; 8j ¼ 1; 2; 3,
�min
Sj

¼ 0:00833 s.
Assume that a new flow will use service class Sj

with probability pSj. In order to avoid buffer overflow

due to slow convergence of the exponential moving

average filter, the average convergence time should be

less than
P

j pSjLSj of the packet arrivals. Since

LSj ¼ 170; 8j ¼ 1; 2; 3, the average convergence time

should be less than 170 packet arrivals; that is,

a < 170. Let astop represent the convergence

time where hðastopÞ ¼ �10 db, due to the reason that

hðaÞ will have little impact on the exponential moving

average result when a > astop. Therefore; astop ¼ 170

and hence, K � 12:3. On the other hand, the smallest

possible value of K stands for the case where the

exponential moving average filter immediately con-

verges to the actual measurement result; that is,

astop ¼ 1 and hence, K � 0:0724. Consequently, K

should be in the range of 0:0724 � K � 12:3. In this

study, K was selected to be 0.35, which was found to

be able to provide an accurate estimate of the actual

arrival rate, while at the same time being within the

above mentioned required bounds.

5.2. Numerical Results and Discussions

5.2.1. Single flow scenario

In this scenario, a single flow from the source (node

A) to the sink (node E) having an inelastic average
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end-to-end delay requirement of 950ms is considered.

The performance of the three different types of QoS

provisioning schemes; that is, Scheme 1 (EEAC-CS),

Scheme 2 (EEAC-SCS), and Scheme 3 (EEAC-CSC)

are evaluated and compared. Since real-time data

flows are assumed for the flows from the source to

the sink, they always use service class 0 under the

EEAC-CS scheme.

Figures 4 and 5 demonstrate the performance of the

three schemes, in terms of the average end-to-end

delay and average end-to-end power consumption,

when the total number of packets that can be gener-

ated by the source in a time slot is uniformly dis-

tributed with a maximum of four packets/time slot.

Specifically, Figure 4 demonstrates that all the three

schemes can satisfy the inelastic end-to-end average

delay requirement. EEAC-CSC (Scheme 3) results in

longer end-to-end delay than EEAC-SCS (Scheme 2)

(respecting however the delay requirement) because it

tries to make use of all possible combinations of

service classes, therefore, loading all the service

classes. As a result, a packet may experience longer

delay in EEAC-CSC scheme. For the same reason,

EEAC-CS (Scheme 1) results in the smallest average

end-to-end delay.

There is, however, a trade-off between the achiev-

able end-to-end delay and the corresponding power

consumption, as demonstrated by Figure 5 that com-

pares the average end-to-end power consumed by the

flow under consideration for the three types of QoS

provisioning schemes. Specifically, Scheme 3 (EEAC-

CSC) results in the lowest power consumption,

whereas Scheme 1 (EEAC-CS) leads to the highest

power consumption. This clearly demonstrates that

the proposed approach of implementing the service

vector concept in wireless ad-hoc networks in combi-

nation with the described delay bounded formulation

of the multi-flow wireless scheduling discipline, re-

sults in significant power savings over the conven-

tional static service mapping (EEAC-CS) scheme, as

well as over the single class of service (EEAC-SCS)

scheme. In other words, the method proposed in this

paper enables the service vector concept, which

was originally developed for wire-line networks,

to enhance the end-to-end QoS in wireless ad hoc

networks.

The impact of the On-Off traffic on the performance

of the corresponding QoS provisioning schemes is

demonstrated in the following Figures 6 and 7. In this

scenario, we assume that the On state and the Off state
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are equally likely, and four packets are generated

while in the On state. From these figures, we also

confirm that with respect to the power consumption

the EEAC-CSC scheme clearly outperforms the other

two schemes for this traffic arrival pattern (On-Off

arrivals), while still satisfies the average end-to-end

delay requirements. For all the three schemes, On-Off

arrivals result in higher power consumption than their

uniform arrival distribution counterparts. The reason

for this is attributed to the fact that the On-Off arrival

process requires the highest transmit power at any

delay in an AWGN channel among all arrival pro-

cesses with the same average and finite maximum

arrival rate [13].

5.2.2. Two flow scenario

In this scenario, two different types of flows generated

by the source are considered; that is, Type 1 which has

an end-to-end average delay bound of 950ms, and

Type 2 with an average end-to-end delay bound of

750ms. Fifty per cent of the traffic generated by the

source is Type 1 and the remaining is Type 2. The cross

traffic remains the same as in the single flow case. As

mentioned earlier, the objective of this scenario—

where two flows with different QoS requirements are

considered—is to better demonstrate the service dif-

ferentiation capabilities of our proposed mechanism.

More specifically, Figures 8 and 9 demonstrate the

performance of the three QoS provisioning schemes,

in terms of the average end-to-end delay and ave-

rage end-to-end power consumption, where the total

number of packets that can be generated by the source

in a time slot is uniformly distributed with a maximum

of four packets/time slot. As illustrated in these

figures, EEAC-CSC scheme (Scheme 3) is the only

scheme that can provide service differentiation, by

providing different quality to each one of the two

different flows according to their requirements. On the

other hand, EEAC-SCS and EEAC-CS schemes are

unable to provide this differentiation since they map

these two flows to the same service vector. In other

words, the integrated method proposed in this paper

enables finer QoS granularity both in terms of the

average end-to-end delay and average end-to-end

power consumption.

Similarly, Figure 10 presents the end-to-end aver-

age delay for the two flows when On-Off traffic is
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generated by the source with the same characteristics

as the On-Off traffic in the single-flow case. Further-

more, Figures 11a–c illustrate the average power

consumption for the two flows, under each one of

the three QoS provisioning schemes when On-Off

traffic is considered. While Scheme 3 leads to smaller

power consumption for flow Type 1, which has a less

strict delay bound than flow Type 2, and hence is able

to differentiate between these two flows, Scheme 1

and 2 result in the same average end-to-end power

consumption for these two flows having different QoS

requirements and therefore fail to provide this differ-

entiation. From these results, the capability of our

proposed approach in providing finer QoS granularity

both in terms of average end-to-end delay and power

consumption becomes evident. For the same reason-

ing as before, the power consumption for each scheme
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under the On-Off traffic arrival pattern is higher than

the corresponding ones under the uniform arrival

distribution counterparts.

On the other hand, it can also be observed from

Figures 11a–c that the average end-to-end power

consumption for times below 100ms present high

variations when the source traffic is On-Off, especi-

ally when compared with the corresponding ones

under the uniform arrival distribution counterparts.

This is due to the high variance and bursty nature

of On-Off traffic. The variance of the uniform

and On-Off traffic source under consideration

here is varðuniform sourceÞ ¼ M2
src=12þMsrc=6 and

varðOn� Off sourceÞ ¼ M2
src=4, where Msrc denotes

the maximum number of packets that can be

generated by the source in a time slot. Consequently,

varðOn ¼ Off sourceÞ � varðuniform sourceÞ8Msrc �
1. When the traffic source is On-Off, initially the

number of packets in the buffers increases more rapidly

than the uniform traffic source case. Therefore, when

the traffic source is On-Off, the power consumption

at the initial phases of the data flow is much more

than the uniform traffic source case. Furthermore, the

variation of average end-to-end power in Scheme 1

(Figure 11a) is larger than the variation of Scheme 2

(Figure 11b), which is in turn larger than the variation of

average end-to-end power in Scheme 3. The reason for

this is that since Scheme 1 chooses class 0 at all the

nodes along the path and class 0 is the service class with

the most stringent delay requirement, at the initial

phases of the data flow the scheduler’s flow choice is

most of the time in favor of the class 0 buffer in order

to meet the average delay requirement of this ser-

vice class. This situation leads to an initial peak in the

average end-to-end power consumption of this service

class. Due to the same reasoning, the average power

consumption of class 1 buffer also has an initial peak,

which is smaller than the peak of class 0 buffer, since

service class 1 has a less stringent delay requirement

than class 0. Since Scheme 2 uses class 1 buffers along

the entire path, this peak is directly reflected in its

average end-to-end power consumption. On the other

hand, since class 2 which has the least stringent delay

bound, is permitted to be utilized under Scheme 3 the

initial peak of average end-to-end power consumption

of Scheme 3 for both flows is less than the peaks of

Schemes 1 and 2. These results also demonstrate that

our proposed methodology (Scheme 3, EEAC-CSC)

results in less variance in average end-to-end power

consumption, and hence more stable QoS performance

at the initial phases of the data flow, compared to the

performance of Scheme 1 and 2.

6. Conclusions and Future Work

A cross-layer architecture that achieves significant

power savings, while enhancing the end-to-end QoS

provisioning and granularity in wireless ad hoc net-

works, is considered in this paper. An integrated

scheme, which utilizes both link layer delay-bounded

power efficient multi-user wireless scheduling and the

network layer concept of service vector, is introduced

and evaluated. It has been demonstrated, through

modeling and simulation, that in wireless networks

significant power savings, as well as enhanced

QoS granularity and service differentiation can be

achieved, based on the proposed approach. Further-

more, the distributed nature of our proposed scheme

makes it especially suitable for wireless ad hoc

networking environments. The impact of various

traffic arrival distributions as well as flows with

different QoS requirements, on the performance of

the proposed strategy has also been investigated.

Due to the inefficiencies and implementation

complexity of the optimal multi-user wireless sche-

duler, suboptimum scheduler which can operate

only in AWGN channels has been utilized in this

study. Extending this suboptimum scheduler to take

fading into account would be of high practical and

research importance in order to investigate the im-

plications of fading on the performance of the

service vector scheme. Furthermore, the probing

process can be utilized to gather additional informa-

tion regarding the channel performance such as

fading coefficients, which are usually unknown to

the end user device.
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