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Abstract—The paper addresses the path planning problem for a mobile manipulator system which is used to perform a sequence of tasks specified by locations and minimum oriented force capabilities. The problem is to find an optimal sequence of base positions and manipulator configurations for performing a sequence of tasks given a series of task specifications. The formulation of the problem is nonlinear. The feasible regions for the problem are nonconvex and unconnected. Genetic algorithms applied to such problems appear to be very promising while traditional optimization methods cause difficulties. Computer simulations are carried out on a three-degrees-of-freedom manipulator mounted on a two-degrees-of-freedom mobile base to search for the near optimal path planning solution for performing the sequence of tasks.

I. INTRODUCTION

The mobile manipulator path planning problem is to find base trajectories for performing a sequence of tasks. Here, path is defined as the space curve that the base moves on, and the path planning task is to search, define and describe some optimal path for a mobile manipulator. This idea, first proposed and studied by Carricker and his colleagues [1],[2], is motivated by the following two considerations:

(1) Manipulator mobility: In mobile manipulator applications, a common task description involves acquiring, moving and depositing material from one point to another over a large space. Thus, mobility is required to accomplish the task, which could possibly not be accomplished by a stationary manipulator, and it is desirable to plan optimal point-to-point trajectories.

(2) Manipulator redundancy: Although generally a stationary robot with six degrees of freedom is sufficient to achieve translational and rotational end-effector motion with reference to the base in any arbitrary direction within the workspace of the robot, the dexterous workspace is only a small part of the whole workspace [3]. This restriction greatly limits the usefulness of a manipulator.

By mounting a manipulator on a mobile base, one can introduce a mobile manipulator system. While redundancy introduced by extra manipulator joints can increase system flexibility within a fixed workspace [3]-[8], redundancy introduced by base mobility can be used to increase the useful workspace of the system and can increase flexibility. Thus, rather than using the redundancy to achieve optimal manipulator configurations for each task, one can use it to solve a more global optimization problem by finding the optimal base trajectories for performing a sequence of tasks while guaranteeing the manipulator to be within a feasible region to perform each task.

The mobile manipulator path planning problem is formulated as a nonlinear and nonpolynomial optimization problem. The feasible regions, in which the mobile base can be located to perform a task without violating the physical constraints of the manipulator, are unconnected and nonconvex [2]. Solutions to the problem obtained by any gradient descent method depend on the initial conditions. The optimal solution will be obtained only if the initial guess is within a feasible convex region surrounding the optimal solution. Otherwise, the search will encounter the constraints, and produce a nonoptimal solution. To avoid this difficulty, one can make a number of initial guesses, and pass each guess to the numerical method. However, the number of initial guesses grows rapidly with the number of tasks. An improvement [1] is to generate new initial points based on the results of previous executions of the numerical optimization algorithm.

In [2], simulated annealing is introduced as a search method for the near global optimal solution to this problem. Simulated annealing [9],[10] is a stochastic computational technique derived from statistical mechanics for finding near globally minimum cost solutions to large optimization problems. Carricker et al [2] implemented a version of the basic simulated annealing algorithm for the mobile manipulator path planning problem, using a constant Markov chain length at each temperature and a constant cooling rate. Simulated annealing technique is robust for many complicated optimization problems. However, it imposes limitations on the cost function of the problem, and it is computationally intensive to find satisfactory near optimal results for many problems [2].

In this paper, we have developed another robust technique, a genetic algorithm, to solve the path planning problem for the mobile manipulator system used in [1],[2].

II. PROBLEM FORMULATION

The problem we try to solve in this paper is to find an optimal sequence of base positions and manipulator configurations for performing a sequence of tasks, given a sequence of task specifications characterized by the required end-effector locations in the three-dimensional space and minimum force capabilities in specified directions.

First, the position of the manipulator end-effector can be described by

$$X'_{ip} = X_{base} + X_{man}(\Phi),$$

where $X'_{ip}$ is a three-dimensional vector specifying the location of a task with respect to a global Cartesian reference frame, $X_{base}$ is the location of the mobile base with respect to the global frame, and $X_{man}(\Phi)$ is a vector function that maps the manipulator configuration vector $\Phi$ into the end-effector position relative to a Cartesian reference frame fixed on the mobile base. It can be assumed in general that the components of the manipulator joint position are constrained by independent upper and lower limits.
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bounds specified by the vectors \( \Phi, \Phi \). Thus, the constraints can be described by

\[
\Phi \leq \Phi \leq \Phi, \quad (2)
\]

where the vector inequalities are applied componentwise.

The three-dimensional vector force \( F \) at the end-effector is related to the manipulator joint torques \( \tau \) through the manipulator Jacobian matrix, \( J(\Phi) \) [11]. This relationship is expressed by:

\[
\tau = J(\Phi)^T F, \quad (3)
\]

where \( \tau \) is a vector of which each component is the torque exerted on its respective joint.

There are independent bounds on the components of the torque vector given by:

\[
\underline{\tau} \leq \tau \leq \bar{\tau}, \quad (4)
\]

where \( \underline{\tau} \) and \( \bar{\tau} \) are the lower and upper bounds of \( \tau \), respectively.

The sequence of tasks to be performed is specified by two sets of vectors \( \{X_{tip,1}, X_{tip,2}, \ldots, X_{tip,n}\} \) and \( \{F_1, F_2, \ldots, F_n\} \) which specify the location and force vectors, respectively, required to perform a sequence of \( n \) operations or tasks in the workspace. These sets of vectors impose constraints on the sequence of manipulator configurations and base locations which are feasible for performing the sequence of tasks. For example, to perform the \( i \)th task, the specification indicates that the end-effector must be at location \( X_{tip,1} \), with the capability to apply a force of \( F_i \). These specifications for the \( i \)th task impose constraints on the base position \( X_{base,i} \) and joint configuration \( \Phi_i \) expressed by the following equality and inequality constraints:

\[
X_{tip,i} = X_{base,i} + X_{man}(\Phi_i), \quad (5)
\]

\[
\tau_i = J(\Phi_i)^T F_i, \quad \text{and} \quad (6)
\]

\[
\underline{\tau} \leq \tau_i \leq \bar{\tau}. \quad (7)
\]

Provided the above constraints are satisfied for each of the \( n \) tasks, there will, in general, be a range of base positions and manipulator joint configurations that satisfy each of the task specifications. To choose the most desirable positions and configurations for each of the tasks, we introduce a cost function which in some sense measures the energy or time required to move the system through the complete sequence of tasks. In general [1], the cost function is expressed as

\[
C = \alpha C_{base} + \beta C_{man}, \quad (8)
\]

with

\[
C_{base} = \sum_{i=1}^{n} \delta_b(X_{base,i}, X_{base,i}), \quad (9)
\]

\[
C_{man} = \sum_{i=1}^{n} \delta_m(\Phi_i, \Phi_i), \quad (10)
\]

where \( \delta_b \) and \( \delta_m \) are the generalized distance functions representing the relative cost of moving the base and manipulators, respectively, between two points. Thus \( C_{base} \) is the cost for moving the base through the complete sequence of \( n \) tasks. Likewise, \( C_{man} \) is the cost of having the manipulator taken into various configurations in completing the \( n \) tasks. \( \alpha \) and \( \beta \) are weight factors for the cost of moving the base and the cost of changing the configuration of the manipulator, respectively.

In short, the problem is defined as follows: given a task set \( S \), and a mobile manipulator system, determine a path for the system such that all the tasks in the set can be performed with the minimum cost \( C \):

\[
\min \{C\} = \min(\alpha C_{base} + \beta C_{man}), \quad (11)
\]

subject to:

\[
X_{tip,i} = X_{base,i} + X_{man}(\Phi_i), \quad \forall \ i, \quad (12)
\]

\[
\tau_i = J(\Phi_i)^T F_i, \quad \forall \ i, \quad (13)
\]

with the following manipulator joint position and torque constraints:

\[
\Phi \leq \Phi_i \leq \Phi, \quad \forall \ i, \quad (14)
\]

\[
\underline{\tau} \leq \tau_i \leq \bar{\tau}, \quad \forall \ i. \quad (15)
\]

III. THE GENETIC ALGORITHM APPROACH

Since the publication of John Holland's "Adaptation in Natural and Artificial Systems" [12], there has been a surge of research efforts in genetic algorithms. Genetic algorithms are robust stochastic searching algorithms for various optimization problems. This class of methods is based on the mechanics of natural selection and natural genetics that combines the notion of survival of the fittest, random and yet structured search, and parallel evaluation of the nodes in the search space. A genetic algorithm consists of a string representation (genes) of the node in the search space, a set of genetic operators for generating new search nodes, a fitness function to evaluate the search nodes, and a stochastic assignment to control the genetic operators.

Genetic algorithms have been successfully applied to solve many complicated problems [13],[14] such as those of the design of a communication network, the VLSI circuit layout, the TSP problem, image classification and pattern recognition. One of the most important questions pertains to the applicability of genetic algorithms; i.e. what type of problem is well-fitted for the genetic algorithms. Davis [13] provides an overview on the problem domain which is suitable for the application of genetic algorithms: the domain should contain multiple extrema; the domain should exhibit some epistasis [13] (an epistasis is the inhibition of one part of a solution by the action of another); the domain should exhibit detectable regularity which can be encoded into strings. The mobile manipulator path planning is a nonlinear optimization problem with nonlinear, nonconvex constraints and unconnected feasible regions. As the characteristics of the mobile manipulator path planning problem fits the applicability of genetic algorithms, we develop an algorithm to solve the problem.

To solve the manipulator path planning problem by the genetic algorithm, we need to choose a coding scheme to encode the parameters of the problem into genetic strings. In this problem we can code either the base position \( X_{base,i} \) or the manipulator configuration \( \Phi_\). For detectable regularity and efficiency, manipulator configuration \( \Phi \) is chosen to be coded. Each element \( \theta_i \) (i=1,..., j-1, j+1,..., m) of the manipulator configuration vector \( \Phi \) can be expressed in terms of \( \theta_j \), for \( i \) not \( j \), by the constraint of Equation 12. The genetic string is formed by concatenating the codes of the element \( \theta_i \) (i=1,..., j-1, j+1,..., m).
Genetic algorithms use fitness value of each string of the current generation to decide if and how many copies of the string should be passed to the next generation. The larger the fitness value of one string is, the higher probability of the string is chosen for the next generation. To reflect this characteristic of genetic algorithms, a fitness function is always designed in such a way that a “good” string scores a large fitness value and a “bad” one scores a small fitness value. The fitness value can never be negative. In our genetic algorithm the fitness function is defined by

\[ f = C_m \cdot C + \frac{C_m}{2} (1 - I) \]  

(16)

where \( C_m \) is any positive real number not less than the maximum cost \( C \) (see Equation 8). Since finding the feasible maxima is as difficult as finding the feasible minima, \( C_m \) is used here instead of the maximum of \( C \) to enforce the non-negativity of the fitness function. \( I \) is an indicator function, which is defined by:

\[
I = \begin{cases} 
0 & \text{if } \pi \leq \tau_i \leq \pi, \text{ for all } i, \text{ i.e. for all tasks}, \\
1 & \text{otherwise}.
\end{cases}
\]

\[
\frac{C_m}{2} (1 - I)
\]

is used to induce a large fitness value when the constraint of Equation 15 is satisfied. The indicator function is used as a penalty method instead of the quadratic function suggested by Goldberg [15]. Therefore, violation is penalized regardless of the severity of the violation since if constraints are violated, no matter how severe they are, the manipulator cannot function. Thus by encoding the manipulator configuration parameters into genetic binary strings and by incorporating a moderate violation penalty into the fitness function, the search result is guaranteed to produce feasible solutions.

Though \( C_m \) can take on infinitely many values to ensure the non-negativity of the fitness function, it should not be arbitrarily large. A too large value of \( C_m \) will diminish greatly the relative significance between a “good” and a “bad” string. On the other hand, a too small value of \( C_m \) will introduce a big difference in the fitness value between a “good” and a “bad” string. This will cause the takeover of the population by a superstring which is not expected in the early iteration of the genetic algorithm. A constant is added or subtracted from the fitness function in each generation such that the string which has the least fitness value in the population is moved to a fixed reference value.

As the population is converging, competition among population members is less severe, and thus the simulation tends to wander. In this case, we use a tangent function to accentuate the relative significance among population members in order to reward the good strings more. That is, the fitness function is first normalized to the range \([0, \frac{\pi}{2}]\), with the smallest fitness value being mapped to 0, and the \(\frac{3C_m}{2}\) being mapped to \(\frac{\pi}{2}\). Assuming \( f \) is normalized, then the modified form of the fitness function is defined by:

\[ f' = \tan(f) \]  

(17)

During the reproduction of the genetic algorithm, the probability of a string in a population being selected for further genetic operations is proportional to its fitness value. However, as pointed out by De Jong [16], such a selection process will cause a stochastic error, i.e. there is a chance that a good string may not be selected for mating. The selection scheme is a high-variance process with a fair amount of scatter between expected and actual numbers of copies. To reduce the stochastic error associated with the selection, we implement the so-called stochastic remainder sampling without replacement. It works as follows: expected individual count values are calculated as \( p \cdot n \) where \( p \) is the normalized fitness value of the individual and \( n \) is the population size. The integer part of the product is the number of copies of the individual being reproduced. The fractional part of the product is treated as a probability of having another copy of the individual being reproduced.

Three genetic parameters have significant effects on the performance of the genetic algorithms. These parameters are: \( n \) (population size), \( p_c \) (crossover probability), and \( p_m \) (mutation probability). As a reasonable compromise between the speed to reach the acceptable result (on-line performance) and convergence (off-line performance), we choose \( n \) as 50, \( p_c \) as 0.8, and \( p_m \) as \( \frac{1}{n} \), in our genetic programming.

The procedure is summarized below:

1. Use a finite length of binary string to represent each \( \theta_i \) (for \( i \neq j \)), and form the genetic string by concatenating each of the string representative. Choose a population size \( n \), a crossover probability \( p_c \), and a mutation probability \( p_m \).

2. Form an initial population of \( n \) strings through successive flips of an unbiased coin.

3. Reproduction:
   a. Calculate the fitness value of each string.
   b. Generate a new population of \( n \) strings by stochastic remainder sampling without replacement, which makes a number of copies of each string in present generation according to its fitness value.

4. Crossover:
   Randomly pair the newly reproduced strings. For each pair of selected strings, with a probability of \( p_c \), randomly select a position for a pair of strings and swap parts of the strings from the selected position to the last position to form a pair of new strings.

5. Mutation:
   With a small probability, \( p_m \), randomly alternate the value of a string position.

6. Go back to step 3 (next generation), until a specified number of iterations is reached.

IV. COMPUTER SIMULATION RESULTS

The system we consider is a three-degrees-of-freedom arm mounted on a two-degrees-of-freedom mobile base as shown in Figure 1. The joints with angles \( \theta_1 \), \( \theta_2 \), \( \theta_3 \), are referred to as the base, shoulder, and elbow, respectively. The forward kinematic equations for the system are given by:

\[ X_{up} = X_{base} + \cos(\theta_1)(l_2\cos(\theta_2) - l_3\cos(\theta_2 + \theta_3)) \]  

(18)

\[ Y_{up} = Y_{base} + \sin(\theta_1)(l_2\cos(\theta_2) - l_3\cos(\theta_2 + \theta_3)) \]  

(19)

\[ Z_{up} = Z_{base} + l_1 + l_2\sin(\theta_2) - l_3\sin(\theta_2 + \theta_3) \]  

(20)

The manipulator Jacobian matrix [4] is thus:

\[
J = \begin{bmatrix}
-S_1(l_2C_2 - l_3C_2 - l_3C_3) & C_1(l_2S_2 + l_3S_3) & C_1l_3C_3 \\
C_1(-l_2S_2 + l_3S_3) & S_1(l_2S_2 + l_3S_3) & S_1l_3S_3 \\
0 & -l_2C_2 - l_3C_2 & -l_3C_3
\end{bmatrix}
\]  

(21)
where \( C_i = \cos(\theta_i) \), \( S_i = \sin(\theta_i) \), \( C_{ij} = \cos(\theta_i + \theta_j) \), \( S_{ij} = \sin(\theta_i + \theta_j) \).

For a given end-effector force capability \( F \), the manipulator joint torque vector is given by
\[
\tau = J(\Phi)^T F.
\]
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Figure 1. A mobile manipulator system with a 3-DOF arm mounted on a 2-DOF mobile base.

With the mobile manipulator system described above, we performed the following simulations:

1. First, the mobile manipulator system is used to perform two tasks with locations and minimum oriented force capabilities shown below:
   \[
   \begin{align*}
   X_{\text{tip},1} &= [0.0, 0.0, 2.8]^T, \\
   F_1 &= 2.25 J + 2.25 J, \\
   \text{and} \\
   X_{\text{tip},2} &= [3.0, 3.0, 2.1]^T, \\
   F_2 &= 2.25 J - 2.25 k.
   \end{align*}
   \]
   Note that the second subscript of a variable is referred to a task. The cost function is defined as the squares of the Euclidean distance between the two locations:
   \[
   C = (X_{\text{base},2} - X_{\text{base},1})^2 + (Y_{\text{base},2} - Y_{\text{base},1})^2.
   \]
   The lengths of the manipulator links are
   \[
   l_1 = 0.5, \quad l_2 = 1.5, \quad l_3 = 0.75.
   \]
   The torques for all three joint actuators are upperbounded by five. That is
   \[
   \tau = [5, 5, 5]^T.
   \]

   Each graph in Figure 2 shows the fitness value of the best string in each generation versus the generation, for a type of fitness function. In Figure 2(a) the simulation tends to wander since there is not much difference on the fitness values between “good” strings and “bad” ones. In Figure 2(b) the fitness function is modified by a tangent function from the initial generation till the end, to accentuate the differences among population members. Note that in this case a superstring takes over the population in the early stage. In Figure 2(c) the fitness function is modified by a tangent function from the 200th generation after the genetic approach has explored a considerable number of strings, and a better result is achieved. Throughout the simulation we feel strongly that the performance of the genetic algorithm greatly depends on the proper formulation of the fitness function.
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Figure 2. The effect of fitness function. The cost versus generation plots using (a) the fitness function defined by Equation 16 throughout the simulation, (b) the modified fitness function defined by Equation 17 throughout the simulation, and (c) the fitness function defined by Equation 16 till the 200th generation and then the modified fitness function defined by Equation 17 for the rest of the simulation.
The feasible regions in which the mobile base can be located to perform the tasks mentioned in this problem are determined exhaustively, and are indicated by dotted areas as shown in Figure 3. The locations where the tasks are to be performed, i.e., the locations of the end-effector, are indicated by small circles. In general, the base can be located on an annulus region to perform the task without the torque constraints. A part of this annulus region becomes invalid when the torque constraints are applied as shown in the figure.

Figure 3. The feasible regions for the two task problem.

For example, for the first task, two regions are missing along the diagonal line. This is because most of the desired force vector must be generated by the shoulder joint of the manipulator, thus exceeding the shoulder torque constraint.

\[ x_1 = -0.006, \quad y_1 = 1.339, \quad x_2 = 1.147, \quad y_2 = 2.655; \quad \text{cost} = 3.06 \]

Figure 4. The solutions obtained by the genetic algorithm for the two task problem when the (a) 50th, (b) 300th, and (c) 400th generation is reached, respectively.

For the second task, the force specification is in the positive y direction and negative x direction. If the base is in an unfeasible area of the annulus region, most of the desired force must be generated by the shoulder joint, thus exceeding the shoulder torque constraint. If the base is in the feasible area of the annulus region, the desired force can be generated by both joints of the shoulder and the elbow.

The effectiveness and efficiency of the genetic algorithms are shown from Figure 4(a) to Figure 4(c). Figure 4(a) shows that satisfactory results are reached after 50 generations. The genetic algorithm can easily reach the near optimal in this nonlinear, nonconvex constraint problem with unconnected feasible regions. Then there is no significant change in cost until the 400th generation is reached as shown in Figure 4(c), in which case a much lower cost is yielded.

2. We now look at another two-task problem with task specifications shown below:

\[ X_{\text{tip},1} = [0.0, 0.0, 2.9]^T, \]
\[ F_1 = 2I + 2J + 3K, \]

and
$X_{\text{tip,2}} = [2.0, 2.0, 2.75]^T$, 
$F_2 = 21 + 2 \cdot 3 \cdot k$.

The lengths of manipulator links torque constraints of manipulator joints are the same as in the first problem.

The cost function is defined to reflect the trade-off between base motion and manipulator motion:

$$C = \alpha \left( (X_{\text{base,2}} - X_{\text{base,1}})^2 + (Y_{\text{base,2}} - Y_{\text{base,1}})^2 \right) + \beta \left( (l_2 + l_3)^2 \cdot (\theta_{1,2} - \theta_{1,1})^2 \right) + \frac{1}{2} \cdot (\theta_{2,2} - \theta_{2,1})^2 + \frac{1}{2} \cdot (\theta_{3,2} - \theta_{3,1})^2,$$

where $\alpha$ and $\beta$ are weight factors for the cost of moving the base and the cost of changing the configuration of the manipulator, respectively. Here $\beta$ is chosen as $1 - \alpha$.

When $\alpha$ equals 1, $C$ is the squared Euclidean distance between the two locations. The fitness value of the best string in each generation versus the generation plots with different $\alpha$ values are shown in Figure 5(a), 5(c), 5(e), and 5(g), respectively. Correspondingly the solutions obtained by the genetic algorithm with different $\alpha$ values are shown in Figure 5(b), 5(d), 5(f) and 5(h), respectively. The feasible regions are indicated by dotted areas.

$x_1 = .547, y_1 = .955, x_2 = 1.083, y_2 = 2.476; \text{cost} = 4.48$

$x_1 = .835, y_1 = -.398, x_2 = 2.248, y_2 = 1.284; \text{cost} = 4.83$
3. Consider a four-task problem defined as follows:

\[ \mathbf{x}_{\text{tip},1} = [-2.5, 2.5, 2.75]^T, \]
\[ F_1 = 2.5 \mathbf{i} + 2.5 \mathbf{j}, \]
\[ \mathbf{x}_{\text{tip},2} = [2.5, 2.5, 2.75]^T, \]
\[ F_2 = -2.5 \mathbf{i} + 2.5 \mathbf{j}, \]
\[ \mathbf{x}_{\text{tip},3} = [2.5, -2.5, 2.75]^T, \]
\[ F_3 = 2.5 \mathbf{i} + 2.5 \mathbf{j}, \]
\[ \mathbf{x}_{\text{tip},4} = [-2.5, -2.5, 2.75]^T, \]
\[ F_4 = -2.5 \mathbf{i} + 2.5 \mathbf{j}. \]

The lengths of the manipulator links and the torque constraints for the manipulator joints are the same as the former two problems. The cost is defined as the sum of the squares of the Euclidean distances that the base traverses as the mobile manipulator performs the sequence of the tasks. If the mobile manipulator is only required to perform the four tasks without repetition, the cost versus generation plot and the solution are shown in Figure 6(a) and 6(b), respectively.

Fig. 5. The cost versus generation plots corresponding to \( \alpha = 1, 0.9, 0.5 \) and 0.3 are shown in (a), (c), (e) and (g), respectively. Correspondingly the solutions obtained by the genetic algorithm are shown in (b), (d), (f) and (h), respectively. The dotted areas indicate the feasible regions.

Fig. 6. Results for the four task problem without repetition (a) Cost versus generation plot, (b) The solution. The dotted areas indicate the feasible regions.

If the mobile manipulator is required to perform the four tasks repeatedly, the cost versus generation plot and the solution...
obtained by the genetic algorithm are shown in Figure 7(a) and 7(b), respectively. Again, the dotted areas indicate the feasible regions.

![Graph showing cost versus generation](image)

Fig. 7. Results for the four task problem with repetition (a) Cost versus generation plot, (b) The solution. The dotted areas indicate the feasible regions.

V. CONCLUSION
In this paper, we have developed a genetic algorithm to search for an optimal base trajectory for a mobile manipulator to perform a sequence of tasks. The mobile manipulator path planning problem is a constrained optimization problem. The feasible regions are nonconvex and unconnected. The problem is multi-modal, and traditional methods such as gradient descent methods, which are highly sensitive to initial guesses, are likely to be trapped in local minima. We have demonstrated the effectiveness and efficiency of our algorithm to reach a near optimal solution to the mobile manipulator path planning problem through various simulations.
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