
ABSTRACT

LOCATION RELIABILITY AND GAMIFICATION MECHANISMS FOR
MOBILE CROWD SENSING

by
Manoop Talasila

People-centric sensing with smart phones can be used for large scale sensing of the physical

world by leveraging the sensors on the phones. This new type of sensing can be a scalable

and cost-effective alternative to deploying static wireless sensor networks for dense sensing

coverage across large areas. However, mobile people-centric sensing has two main issues:

1) Data reliability in sensed data and 2) Incentives for participants. To study these issues,

this dissertation designs and develops McSense, a mobile crowd sensing system which

provides monetary and social incentives to users.

This dissertation proposes and evaluates two protocols for location reliability as a

step toward achieving data reliability in sensed data, namely, ILR (Improving Location

Reliability) and LINK (Location authentication through Immediate Neighbors Knowledge).

ILR is a scheme which improves the location reliability of mobile crowd sensed data

with minimal human efforts based on location validation using photo tasks and expanding

the trust to nearby data points using periodic Bluetooth scanning. LINK is a location

authentication protocol working independent of wireless carriers, in which nearby users

help authenticate each other’s location claims using Bluetooth communication. The results

of experiments done on Android phones show that the proposed protocols are capable of

detecting a significant percentage of the malicious users claiming false location. Furthermore,

simulations with the LINK protocol demonstrate that LINK can effectively thwart a number

of colluding user attacks.



This dissertation also proposes a mobile sensing game which helps collect crowd

sensing data by incentivizing smart phone users to play sensing games on their phones. We

design and implement a first person shooter sensing game, “Alien vs. Mobile User”, which

employs techniques to attract users to unpopular regions. The user study results show

that mobile gaming can be a successful alternative to micro-payments for fast and efficient

area coverage in crowd sensing. It is observed that the proposed game design succeeds in

achieving good player engagement.
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CHAPTER 1

INTRODUCTION

Mobile sensors such as smart phones and vehicular systems represent a new type of geogra-

phically distributed sensing infrastructure that enables mobile people-centric sensing [1].

According to a forecast for global smart phone shipments from 2010 to 2017, more than

1.5 billion phones are expected to be shipped worldwide [2]. These mobile sensing devices

can be used to enable a broad spectrum of applications, ranging from monitoring pollution

or traffic in cities to epidemic disease monitoring or real-time reporting from disaster

situations. This new type of sensing can be a scalable and cost-effective alternative to

deploying static wireless sensor networks for dense sensing coverage across large areas.

Compared to the tiny, energy constrained sensors of static sensor networks, smart phones

and vehicular systems can support more complex computations, have significant memory

and storage, and offer direct access to the Internet.

However, mobile people-centric sensing has two main issues: 1) Data Reliability in

sensed data and 2) Incentivizing the participants. Regarding the data reliability issue, the

sensed data submitted by participants is not always reliable as they can submit false data

to earn money without executing the actual task. Therefore, it is important to validate the

sensed data. Regarding the incentives issue, it is not always economical for organizations

(e.g. local/state government agencies or research communities) to provide monetary compen-

sation for every type of sensing task to access valuable data which help improve public

services. Hence, it is necessary to find an effective solution to incentivize the participants

to perform sensing. The thesis of my dissertation is that mobile crowd sensing can tap its

1
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true potential if supported by systems and protocols that improve sensed data reliability

and offer various incentives to participants.

The rest of this chapter presents an overview of mobile sensing and mobile crowd

sensing in Section 1.1. Section 1.2 presents the issues on location reliability in mobile

crowd sensing. Section 1.3 discusses on the incentives for participating in mobile sensing.

Section 1.4 presents the problem statement addressed by the dissertation. The contributions

of this dissertation are presented in Section 1.5. Finally, Section 1.6 details the structure of

this dissertation.

1.1 Mobile Sensing and Mobile Crowd Sensing

The latest smart phones now come with many embedded sensors enabling a plethora of

mobile sensing applications [3–6] in gaming, smart environments, surveillance, emergency

response and social networks. Specially, activity recognition through mobile sensing and

wearable sensors has lead to many healthcare applications, such as fitness monitoring,

elder-care support and cognitive assistance [7]. The expanding sensing capabilities of

mobile phones have gone beyond the sensor networks focus on environmental and infrastruc-

ture monitoring where people are now the carriers of sensing devices, and the sources and

consumers of sensed events [8–12].

Mobile crowd sensing plays a similar role with the one played by Amazon’s Mechani-

cal Turk (MTurk) [13] or ChaCha [14] in crowdsourcing [15,16]: it allows individuals and

organizations (clients) to access a sheer number of people (providers) willing to execute

simple sensing tasks for which they are paid. Unlike the MTurk’s tasks which are executed

on personal computers and always require human work, mobile sensing tasks are executed
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on mobile devices that satisfy certain context/sensing requirements (e.g., location, time,

specific sensors) and many times do not require human work (i.e., automatic sensing tasks).

Smart phones and mobile platforms available on the consumer market already permit

accurate tracing of world-related information and (physical) activities of citizens by taking

advantage of people willing to collaborate toward a continuous data harvesting process,

called crowd sensing [1, 17–19]. Smart phones already have several sensors: camera,

microphone, GPS, accelerometer, digital compass, light sensor, Bluetooth as proximity

sensor [20, 21], and in the near future they are envisioned to include health and pollution

monitoring sensors [22–24]. Vehicular systems have access to several hundred sensors

embedded in cars, and recent vehicles come equipped with new types of sensors such as

radar and camera. We believe that researchers in many fields of science and engineering

as well as local, state, and federal agencies could greatly benefit from this new sensing

infrastructure as they will have access to valuable data from the physical world. Additionally,

commercial organizations may be very interested in collecting mobile sensing data to learn

more about customer behavior.

In the following, we present several domains that can benefit from people-centric

sensing as well as a number of applications (some of them already prototyped) for each

domain:

• Road Transportation: Departments of transportation can collect fine grain and large
scale data about traffic patterns in the country/state using location and speed data
provided by GPS sensors embedded in cars. These data can then be used for traffic
engineering, construction of new roads, etc. Drivers can receive real-time traffic
information based on the same type of data collected from smart phones [25]. Drivers
can also benefit from real-time parking data collected from cars equipped with ultra-
sonic sensors [26]. Transportation agencies or municipalities can efficiently collect
pothole data using GPS and accelerometer sensors [27] in order to quickly repair the
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roads. Similarly, photos (i.e., camera sensor data) taken by people during/after snow
storms can be analyzed automatically to prioritize snow cleaning and removal.

• Healthcare & Wellbeing: Wireless sensors worn by people for heart rate monitoring
[22] and blood pressure monitoring [24] can communicate their information to the
owners’ smart phones. Typically, this is done for both real-time and long-term
health monitoring of individuals. Mobile sensing can leverage these existing data
into large scale healthcare studies that seamlessly collect data from various groups
of people, which can be selected based on location, age, etc. A specific example
involves collecting data from people who eat regularly fast food. The phones can
perform activity recognition and determine the level of physical exercise done by
people, which was proven to directly influence people’s health. For example, as a
result of such a study in a city, the municipality may decide to create more bike
lanes to encourage people to do more physical activities. Similarly, the phones
can determine the level of social interaction of certain groups of people (e.g., using
Bluetooth scanning, GPS, or audio sensor). For example, a university may discover
that students (or students from certain departments) are not interacting with each
other enough; consequently, it may decide to organize more social events on campus.
The same mechanism coupled with information from “human sensors” can be used
to monitor the spreading of epidemic diseases.

• Marketing/Advertising: Real-time location or mobility traces/patterns can be used
by vendors/advertisers to target certain categories of people [28, 29]. Similarly, they
can run context-aware surveys (function of location, time, etc.). For example, one
question in such a survey could ask people attending a concert what artists they would
like to see in the future.

The applications developed so far have been mostly university prototypes, tested with

student volunteers. To make such mobile crowd sensing applications usable in real life, we

need to overcome several concerns such as: How to find enough people willing to provide

data to satisfy the spatial and temporal constraints of the application? How to trust that

the sensed data is reliable? What do users get if they consume the time and resources to

participate in these applications? How can they control when, where, and what data is

collected from their mobile device? What guarantees does they have that their privacy is

not violated? Is the sensed data useful in inferring some interesting facts? How is the data

impacted with varying incentives? Are people willing to trade off their location privacy in

exchange for monetary incentives? One question that subsumes all these concerns is: Can
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a mobile people-centric sensing system be designed to achieve a good balance between

usability, privacy, performance, and reliability?

1.2 Location Reliability in Mobile Crowd Sensing

By leveraging smart phones, we can seamlessly collect sensing data from various groups

of people at different locations using mobile crowd sensing. As the sensing tasks are

associated with monetary incentives, participants may try to fool the mobile crowd sensing

system by providing false data in order to earn more money than they deserve. Therefore,

there is a need for mechanisms to validate the collected data efficiently. In the following,

we motivate the need for such a mechanism by presenting several scenarios involving

malicious behavior.

Traffic jam alerts [30, 31]: Suppose that the Department of Transportation uses a

mobile crowd sensing system to collect alerts from people driving on congested roads and

then distributes the alerts to other drivers. In this way, drivers on the other roads can benefit

from real-time traffic information. However, the system has to ensure the alert validity

because malicious users may try to pro-actively divert the traffic on roads ahead in order to

empty these roads for themselves or may try to earn money by submitting fake traffic data

while sitting at home.

Citizen-journalism [32, 33]: Citizens can report real-time data in the form of photos,

video, and text from public events or disaster areas. In this way, real-time information from

anywhere across the globe can be shared with the public as soon as the event happens. But,

malicious users may try to earn easy money by claiming that an event is happening at a

certain location while being somewhere else.
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Environment [23, 34]: Environment protection agencies can use pollution sensors

installed in the phones to map with high accuracy the pollution zones around the country.

The participants may claim “fake” pollution to hurt business competitors by submitting the

sensed pollution data associated with false locations.

Ultimately, sensed data validation is important in a mobile crowd sensing system

to provide confidence to its clients who use the sensed data. However, it is challenging to

validate each and every sensed data point of each participant because sensing measurements

are highly dependent on context. One approach to handle the issue is to validate the location

associated with the sensed data point in order to achieve a certain degree of reliability on

the sensed data. Still, we need to overcome a major challenge: how to validate the location

of data points in a scalable and cost-effective way without help from the wireless carrier?

(wireless carriers may not help with location validation for legal reasons related to user

privacy or even commercial interests)

1.2.1 Trusted Platform Modules in Smart Phones

To achieve reliability on participant’s location data, there are a few traditional solutions

such as using Trusted Platform Modules (TPM) [35] on smart phones or a platform such

as Trustzone [36] or M-Shield [37]. Most ARM processors support TrustZone, and several

mid-range and high-end Nokia phones utilize M-Shield. The modules included in the

trusted code base on a provider’s device ensure the correctness of the provider’s actions.

The Sensor API and Sensor Aggregation modules ensure the correctness of the sensed data

and of basic data aggregation on the device. The Reputation Enforcer module ensures that

a provider cannot accept new sensing tasks before the reputation score has been updated
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according to data feedback and data validation results. However, these cannot be used

directly as it may not be cost-effective to have TPM modules on every smart phone.

1.2.2 Current Methods of Location Verification

Another solution is to verify location through the use of secure location verification mecha-

nisms [38–40] in real time when the participant is trying to submit the sensing data location.

Although a significant number of publications tackled the location authentication problem,

all of them assumed support from the wireless network infrastructure [41, 42] or from a

deployed localization infrastructure using distance-bounding techniques [43, 44].

Typically, these solutions are based on signal measurements between the mobile

devices and fixed, trusted beacons or base stations (e.g., cell towers, WiFi access points)

with known locations [45]. We argue that a solution that works without any support from

the network/localization infrastructure is important because wireless carriers may refuse to

authenticate user location for third-party Location Based Services (LBSs) due to legal and

commercial reasons: they may not be allowed by laws to share any type of user location

data, and they may not want to help their competition in the LBS arena (the network carrier

itself may be providing LBS services).

Furthermore, using carrier support and existing privacy preserving methods [46]

may not work as desired to solve the problem of location verification. The first reason is

commercial as mentioned above. The second reason is the low accuracy of the authenticated

location. If the privacy preserving methods involve k-anonymity or similar methods, the

accuracy of the claimed location may not be very good. For example, the carrier may

provide coarse-grained location authentication in order to satisfy k-anonymity constraints

(e.g., authenticate that the user is in a certain city or a large region of that city). Such
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authentication may not be useful for many LBSs, which may require fine-grained location

authentication.

1.3 Incentives for Participating in Mobile Sensing

A major challenge for broader adoption of the mobile crowd sensing systems is how to

incentivize people to collect and share sensor data from a targeted area. Mapping an area

with sensor data is a tedious effort when performed manually, and it is possible to collect

a disproportionate amount of data from regions that are very popular compared to regions

that are less popular [47]. Furthermore, sharing the sensed data may raise privacy concerns

as it may require the sharing of private information such as location. Therefore, there is

a need to find an efficient solution to incentivize the participants in collecting sensor data

from an entire target area.

Many of the proposed mobile crowd sensing systems provide monetary incentives to

smart phone users to collect sensing data. There are solutions based on micro-payments

[48] in which small tasks are matched with small payments. The participants in mobile

crowd sensing systems may require significant incentives to go out of their way and cover

unpopular regions. Other techniques were also explored to motivate individuals to participate

in sensing. For example, beneficial personal analytics are provided as incentives to particip-

ants through sharing bicycle ride details in Biketastic [49]. Another variety of incentive is

enabling data bartering to obtain additional information, such as bargain hunting through

price queries in LiveCompare [50].

In addition, there are gamification techniques proposed for crowd-sourced applications

[51, 52]. However, to the best of our knowledge, no work has been done on using mobile

games for incentivizing the participants in a mobile crowd sensing system to cover a
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targeted area uniformly. General gamification techniques for crowd-sourced applications

cannot be directly applied in the context of uniform area coverage because we need to

answer specific questions such as: What coverage strategies work best? What incentives

mechanisms work best?

1.4 Problem Statement

This dissertation addresses the problem of data reliability in sensed data from mobile crowd

sensing and that of finding a cost-effective solution to incentivize the users to participate in

sensing. We argue that clients need guarantees from mobile sensing systems that collected

data is valid. One simple way to address data reliability and provide certain guarantees is to

generate duplicate tasks. However, this solution may work only if the two tasks run at the

same location and time because sensed data is context-dependent. Therefore, additional

mechanisms are needed to improve data reliability. Moreover, validating the context of

every sensed data point of each participant is not a scalable solution. One alternative is to

first validate the location associated with the sensed data points in order to achieve a certain

degree of reliability about the sensed data. However, location validation without support

from the wireless carriers is difficult.

To successfully achieve reliability in sensed data collected from mobile crowd sensing

system, we need software and protocols that addresses the following questions: how to

provide location reliability for sensed data? And how to use gamification in mobile sensing

to incentivize user participation?

1.5 Contributions of Dissertation

The main contributions of this dissertation are:
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• The design and development of McSense, a platform for mobile crowd sensing which
incorporates location reliability and incentive mechanisms.

• The design and analysis of ILR (Improving Location Reliability), a scheme in which
we utilize participatory sensing itself to achieve data reliability in mobile crowd
sensing.

• The design, analysis, and implementation of LINK (Location authentication through
Immediate Neighbors Knowledge), a location authentication protocol working indep-
endent of wireless carriers, in which nearby users help authenticate each other’s
location claims using Bluetooth communication. This protocol allows to achieve
real-time location data reliability in mobile crowd sensing.

• The design and implementation of a first person shooter mobile sensing game, “Alien
vs. Mobile User”, for automatically and uniformly collecting crowd sensing data
across large areas based on incentivizing smart phone users to play mobile sensing
games.

To evaluate these protocols, we have built a McSense mobile platform [53] which

can run three mobile sensing tasks on Android phones and a simple backend service that

receives client requests to collect sensor data. Specifically, we developed one manual

sensing task (capturing photos at events on campus) and two automatic sensing tasks: the

first collects accelerometer and GPS data for a longer period in order to estimate student’s

activities on campus (accelerometer data tell us if they are walking, running or driving;

GPS data tells us their significant places); the second collects Bluetooth-based co-presence

data in order to estimate the level of the students’ social engagement. The McSense mobile

application, has been implemented in Android and is compatible with smart phones having

Android OS 2.2 or higher. The McSense Android application was deployed to Google Play

to make it available for campus students. The user study ran for 2 months, and the students

were paid to perform crowd sensing tasks (50 cents to a few dollars per task). A total of 50

students participated in this study, and all of them were registered from the first day of the

study.
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To improve the location reliability in the sensed data that is collected from McSense,

we propose the ILR (Improving Location Reliability) scheme. In the ILR scheme, we

bootstrap the trust in the system by first manually or automatically using image processing

techniques validating a small number of photos submitted by participants. Based on these

validations, the location of these photos is assumed to be trusted. Second, we extend this

location trust to co-located sensed data points found in the Bluetooth range of the devices

that provided the validated photos. This transitive trust is extended until all the co-located

tasks are trusted or no new data points are found.

In addition, the ILR scheme also helps to detect false location claims associated with

sensed data. We applied ILR on data collected from our McSense prototype deployed on

Android phones used by students on our campus and detected a significant percentage of

the malicious users. ILR was able to detect 40% of the users submitting photos from false

locations; for ground truth validation, we manually inspected these photos. Simulation

results demonstrate that ILR works well at various densities and helps detect the false

location claims based on a minimal number of validations. At the end of the field study,

we requested each user to fill a survey in order to understand the participants’ opinion on

location privacy and on usage of phone resources.

To achieve stronger guarantees about the sensed data, we propose a second protocol,

LINK (Location authentication through Immediate Neighbors Knowledge) to verify the

participant’s location in real time when the participant is trying to submit the sensing data

location. LINK does not require cooperation from the wireless network carrier and thus

works for any third-party service. For each user’s location claim, a centralized Location

Certification Authority (LCA) receives a number of verification messages from neighbors

contacted by the claimer using short-range wireless networking such as Bluetooth. The
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LCA decides whether the claim is authentic or not based on spatio-temporal correlation

between the users, trust scores associated with each user, and historical trends of the trust

scores. Simulation results demonstrate that LINK thwarts individual user attacks and a

number of colluding users attacks.

We have implemented LINK on Android-based Motorola Droid 2 phones. Mobile

applications can use a simple location authentication API provided by the LINK package.

To participate as verifiers in the system, users have to start a LINK background process. The

LCA implementation helps the mobiles to avoid Bluetooth inquiry clashes when simultan-

eous claims are performed by multiple claimers. For testing purposes, we implemented a

coupon LBS service which distributes location-based electronic discount coupons to people

passing by a shopping mall. Both this LBS and the LCA are implemented in Java.

We also performed an experimental evaluation to quantify the response latency and

battery consumption associated with LINK. The results from a test-bed with six phones

demonstrate that the response latency is low enough (typically 10-12s) for a static claimer

to successfully complete the protocol before its verifiers, moving at walking speed, would

go out of the Bluetooth transmission range. In terms of power consumption, a fully charged

phone is capable of running thousands of claims and tens of thousands of certifications.

Thus, users are not expected to turn off LINK due to power concerns.

We leverage gamification technique for mobile crowd sensing to achieve an economical

solution without paying for the sensing tasks. We argue that a mobile sensing system

requires sufficient user participation to achieve good quality sensed data for mobile sensing

applications. Essentially, the system needs a cost-effective way to incentivize users to

participate in sensing such as gamification techniques instead of monetary incentives. How-

ever, providing good sensing coverage of an entire area may prove difficult. It is possible
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to collect a disproportionate amount of data from very popular regions in the area, while

the unpopular regions remain uncovered.

We propose a model for automatically collecting crowd sensing data based on incenti-

vizing smart phone users to play sensing games, which provide in-game incentives to

convince participants to cover all the regions of a target area uniformly. We designed and

implemented a first person shooter sensing game, “Alien vs. Mobile User”, which employs

techniques to attract users to unpopular regions. Our prototype Android game collects

WiFi data to create a campus coverage map. This study ran for 35 days, the students used

their Android devices to play our game and collect WiFi data both outdoors and indoors

throughout the campus of our institution. A total of 53 players participated in this study;

the users were continuously registered after the first day of the study (i.e., they joined the

game when they found out about it). The results from the user study show that mobile

gaming ensures fast and efficient area coverage compared to micro-payments (McSense

user study), and we observe that the proposed game design succeeds in achieving good

player engagement. Furthermore, we compare three strategies for area coverage in terms

of coverage time and coverage effort for users. The simulation results demonstrate that

Progressive Movement is the best strategy because it manages to quickly entice users from

popular regions to unpopular ones with a reasonable coverage effort.

1.6 Structure of Dissertation

The subsequent sections of this thesis dissertation are structured as follows: Chapter 2

reviews related work. Chapter 3 describes the McSense system overview and implementation.

Chapter 4 introduces the ILR scheme and its experimental results. Chapter 5 describes the

LINK protocol and presents the experimental results and their analysis. Chapter 6 presents
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the “Alien vs. NJIT” mobile user game and the results of a user study that shows the

benefits of gaming for incentivizing users to uniformly cover large areas. The dissertation

concludes in Chapter 7.



CHAPTER 2

RELATED WORK

This chapter presents background and related work literature in the domain of mobile

sensing (Section 2.1), mobile crowd sensing (Section 2.2), mobile device’s trusted hardware

and software (Section 2.3), existing location authentication techniques (Section 2.4), incent-

ives for mobile users in mobile crowd sensing (Section 2.5) and gamification mechanisms

in crowdsourcing (Section 2.6). The chapter concludes in Section 2.7.

2.1 Mobile Sensing

The idea of mobile people-centric sensing was introduced fairly recently, but a lot of

progress was made already. MetroSense [54], Participatory Sensing [55], and Urbanets [1]

were among the first projects to demonstrate the feasibility of the idea. Following these

initial projects, the community focused on developing platforms and applications for people-

centric sensing. For example, MyExperience [56] is a system that captures and shares

both user-specific and device-specific data on smart phones. SenseWeb [57] provides a

Web-based platform and tools that let people easily publish and query sensor data. Micro-

Blog [58] is a participatory sensing application that allows people to use their smart phones

to generate and share geo-tagged multimedia. ParkNet [26] is an application that informs

drivers about on-street parking availability using a vehicular sensing system. Activity

recognition for people-centric sensing has also become a major research issue [59]. For

example, CenceMe infers “facts” about a user from the sensors embedded in the smart

phone [10], while the Pothole Patrol [27] identifies the pot holes on the roads. All these

15
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projects advanced significantly the field, but it is still not clear how to extend people-centric

sensing to real-world, beyond lab tests and small scale prototypes with selected volunteers.

2.2 Mobile Crowd Sensing

Recently, several mobile crowdsourcing projects [60,61] tried to leverage traditional crowd-

sourcing platforms for mass adoption of people-centric sensing: Twitter [62] has been used

as a publish/subscribe medium to build a crowdsourced weather radar and a participatory

noise-mapping application [63]; mCrowd [61] is an iPhone based platform that was used

to build an image search system for mobile phones which relies on Amazon MTurk [13]

for real-time human validation [64]. This has the advantage of leveraging the popularity

of existing crowdsourcing platform (tens of thousands of available workers), but does not

allow for truly mobile sensing tasks to be performed by workers (i.e., tasks which can only

be performed using sensors on mobile phones). Moreover, as explained in introduction

(Chapter 1), an autonomous mobile crowd sensing platform introduces additional concerns

that must be addressed, such as the privacy of the participants and the reliability of the

sensed data.

2.3 Mobile Device’s Trusted Hardware and Software

To address the data reliability issues in sensed data on smart phones, trusted hardware

represented by the Trusted Platform Module (TPM) [35, 65–67] has been leveraged to

design new architectures for trustworthy software execution on mobile phones [68–70].

Recent work has also proposed architectures to ensure that the data sensed on mobile

phones is trustworthy [71,72]. When untrusted client applications perform transformations

on the sensed data, YouProve [66] is a system that combines a mobile device’s trusted
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hardware with software in order to ensure the trustworthiness of these transformations and

that the meaning of the source data is preserved. YouProve describes three alternatives

to combine the trusted hardware with software: the first two require to extend the trusted

codebase to include either the code for the transformations or the entire application, whereas

the third one requires building trust in the code that verifies that transformations preserve

the meaning of the source data.

Relying completely on TPM is insufficient to deal with attacks in which a provider

is able to “fool” the sensors (e.g., using the flame of a lighter to create the false impression

of a high temperature). Recently, there have also been reports of successful spoofing of

civilian GPS signals [73].

2.4 Existing Location Authentication Techniques

Location authentication for mobile users has been studied extensively so far. Hence, there

is a chance to leverage existing location authentication techniques to achieve data reliability

by verifying the participant’s location at real-time when the sensed data is submitted.

To the best of our knowledge, all existing solutions employ trusted network/localization

infrastructure [38, 43, 44, 74–78] to detect malicious users claiming false locations. Most

of these solutions use distance bounding techniques, in which a beacon acting as verifier

challenges the mobile device and measures the elapsed time until the receipt of its response.

None of these solutions, however, can be directly applicable to scenarios that involve

interaction between mobile users and third-party services (i.e., services that do not have

direct access to the network/localization infrastructure). The main novelty of one of the

protocol presented in this dissertation (LINK protocol) comes from employing mobile users

(more exactly their mobile devices) to certify the location claimed by other users.



18

The closest infrastructure-based solution to our research work is [79], which uses

mobile base stations to authenticate location in sensor networks. This solution authenticates

location by leveraging verifier mobility: a mobile base station sends a verification request

to a sensor from one position and then waits for the response at another position. We

share the idea of using mobile verifiers, but this solution cannot be applied for our problem

because it is expensive and does not scale.

In the same paper [79], the authors propose that nodes in a mobile ad hoc network

(MANET) provide verifications for each other, which is similar to our idea. However,

the authors do not consider cases when verifiers are malicious, when the claimer is alone,

or when several nodes collude with each other. Our work, on the other hand, provides

solutions to all these issues. Furthermore, the proposed solution requires all nodes to have

passive ranging capabilities (e.g., ultrasonic interface), while our proposed protocol works

with the existing interfaces on the phones.

In [80], the authors propose location verification for VANETs in which a node can

detect the malicious nodes after exchanging neighbor grouping information with other

vehicles. However, the system model and design considered in this work vastly differs

from our system model and design: Directional antennas are used to perform relative

position verification with help of neighboring nodes, whereas our work uses Bluetooth

communication to verify the user’s absolute location claim. Thus, the protocol in our

work is more practical when considering the available technologies on existing mobile

phones (i.e., Bluetooth vs. directional antennas). Also, most LBSs require absolute location

verification, not relative positioning verification. Furthermore, the very nature of VANETs/

MANETs makes it difficult to maintain accurate global information about the users in the

system due to network partitioning and bandwidth limitations for large networks. Unlike
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these solutions, our research leverages Internet connectivity and the centralized LCA to

achieve global knowledge about the users in the system (i.e., registered with the LCA) and,

thus, accurate location authentication.

Other cooperative location verification protocols in VANETs are mostly dependent

on distance bounding techniques or based on challenging the Time-of-Flight of the signals

which involves additional infrastructure support. The differences between our protocols

and these protocols are similar to the differences with the infrastructure-based solutions

mentioned above.

Similar to our work, SMILE [81] and Ensemble [82] use information collected by

mobile devices (keys from nearby users or received signal strength – RSS – values) to

provide mutual co-location verification for mobile users. However, they do not provide

location verification. RSS signatures in conjunction with RSS fingerprinting could be used

for location verification, but such solutions do not scale due to the very dense fingerprinting

required to achieve good accuracy.

In [83], the authors propose a protocol similar to our work in which neighbor nodes

use Bluetooth communication to provide location proofs for claimers. Since this protocol

focuses mostly on location privacy, it presents only a discussion of potential solutions

against malicious claimers and colluding users. On the other hand, our work describes,

implements, and evaluates the success of solutions that make it resilient to many types of

attacks.

As one of our protocol (LINK) is based on trust scores, our work shares a number

of similarities with work on reputation systems for P2P and MANETs. For example,

CONFIDANT is a protocol [84] that avoids node misbehavior by establishing trust relation-

ships between nodes based on direct and indirect observations reported by other nodes.
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The CORE protocol [85] takes a similar approach and uses reputation to enforce node

cooperation. In contrast with CONFIDANT, CORE requires reputation values received

from indirect observations, thus preventing malicious nodes from wrongfully accusing

legitimate nodes. Unlike these systems which were designed for MANET, the system

in [86] was designed for P2P networks. The management of the reputation values of peer

nodes is similar to the way our work manages the trust scores: when a peer is determined to

be malicious, its reputation is cut in half; when a peer provides good service, its reputation

is additively increased.

There are two main differences between this type of solution and our work. First,

our protocol (LINK) cannot monitor indirectly additional user actions (such as packet

forwarding or file sharing) to assess the trust. Second, our work employs the centralized

LCA to have a global view of the the entire system. As such, it is able to detect malicious

trust score trends and collusion attacks.

2.5 Incentives for Mobile Users in Mobile Crowd Sensing

Micro-payments have been studied as an incentive for users to complete tasks in crowd-

sourcing (Amazon MTurk [13]), to control “free-riders” in peer-to-peer networks [87, 88],

and to meter web content usage [89]. In the context of participatory sensing, micro-

payments have been examined in [48, 90, 91]. Some of the key findings are that incentives

can be highly beneficial in recruiting participants and that micro-payments have the potential

to extend participant coverage both spatially and temporally. Other crowd sensing systems

have relied on micro-payments as well [64]. Various micro-payment schemes have been

shown to have different effects on data quality and participant compliance and retention [48,

91], which indicates that the parameters of an incentive scheme based on micro-payments
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should be tailored to specific sensing tasks. We plan to leverage the findings of these prior

studies in our system. However, attracting people to unpopular places could be difficult and

expensive. For example, the results from a recent crowd sensing study [47] show that many

places will be infrequently visited. Our game, on the other hand, focuses on attracting

players to such infrequently visited places and succeeds in covering the targeted area.

Task pricing also helps in improving the data quality which is an orthogonal work to

our research. A recent paper [92] presents pricing incentive mechanisms to achieve quality

data in participatory sensing application. In this work, the participants are encouraged to

participate in sensing system through a reverse auction based dynamic pricing incentive

mechanism in which users can sell their sensing data with their claimed bid price.

2.6 Gamification Mechanisms in Crowdsourcing

In search of cost-effective ways to incentivize users to participate in sensing, we leverage

gamification techniques in our research. There is a significant literature on using gamification

techniques in crowdsourcing, however there is very little in terms of applying gamification

techniques in mobile sensing. A paper on Serious Games [93] motivate mobile users to

participate in a game that involves the recording of as many audible signals as possible from

different traffic lights. This collected data can be processed and integrated with Google

maps which improve crossroad accessibility for blind pedestrians by providing information

about the accessibility of the route/path. The authors mention the automatic data gathering

from smart phones’ sensors, but did not discuss any specific model or architecture in detail.

The authors mostly focused on a single game where mobile users record traffic light audible

signals.
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There are a few crowdsourcing games [94, 95] that accomplish sensing tasks by

requiring the explicit participation of the players using the phone’s keypad. Our crowd

sensing game performs automatic sensing and does not require players to provide manual

input nor to complete tasks not related to the game story. Like in any other mobile game,

players can simply enjoy playing. Thus, our game has a higher probability to maintain the

players’ interest over time.

The authors of a crowdsourced BioGame [51] show that in cases where the diagnosis

is a binary decision (e.g., positive vs. negative, or infected vs. uninfected), it is possible

to make accurate diagnosis by crowdsourcing the raw data (e.g., microscopic images of

specimens/cells) using entertaining digital games (i.e., BioGames) that are played on PCs,

tablets or mobile phones. This paper mainly focuses on the problem of handling large

quantities of data and finally solves the problem through crowdsourcing based solution.

Another crowdsourcing game called “BudBurst” proposed in [52], it is a smart phone

application for an environmental Participatory Sensing project that focuses on observing

plants and collecting plant life stage data. The main goal is “flora-caching” where players

gain points and levels within the game by finding and making qualitative observations on

plants. This game is also an example of motivating participatory sensing.

One more participatory sensing game is proposed in [96], where a game named

“Who” is used to extract relationship and tag data about other employees. It was found

useful for rapid collection of large volumes of high-quality data from “the masses”.

“Treasure” [97] is a mobile game that collects the same data with our game. In

“Treasure”, selected players using PDAs play against their opponents in a specific open

space such as a large lawn where players have to collect coins that are scattered in the game

area and upload the collected coins back to the server when they find WiFi connectivity.
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This game is not intended for sensing, and it has not been designed for collecting sensing

data; the WiFi data is just used to help players quickly upload the collected coins. Further-

more, this game did not attempt to study area coverage efficiency. The main focus of this

game is on player’s gaming experience and their tactics and strategies in a multi-player

game. In addition, the players are compensated to participate in the game. Our game

is designed to enable fast crowd sensing coverage of large areas, and the players are not

compensated: the fun of playing the game is the only incentive.

Existing work in mobile health such as BeWell [98] utilizes smart phone sensing to

assess the mobile users’ wellbeing through scores based on their daily activities. In BeWell,

an animated aquatic ecosystem is shown with three different animals, the behavior of each

being affected by changes in the user’s wellbeing. Thus, the users are motivated to maintain

a healthy lifestyle. In a similar direction, our mobile game focuses on utilizing simple game

graphics and in-game incentives to motivate smart phone users for achieving cost-effective

crowd sensing.

2.7 Chapter Summary

In this chapter, we discussed the existing studies applied or related to mobile crowd sensing

and their downsides in addressing the potential issues. We first discussed the solutions

based on using trusted hardware and software in mobile devices for addressing the data

reliability issue. We then presented the existing location authentication techniques to

address the location data reliability issue. Subsequently, previous work addressing the

problem of incentivizing mobile users in Mobile Crowd Sensing was presented. Finally,

existing work on gamification mechanisms in crowdsourcing was also reviewed.



CHAPTER 3

MCSENSE SYSTEM OVERVIEW AND IMPLEMENTATION

This chapter first provides a general overview of the basic centralized design of our Mobile

Crowd Sensing system and its interacting entities (Section 3.1), and its architecture &

protocols (Section 3.1.1). The chapter then describes the prototype implementation (Section

3.1.2) and the tasks developed for McSense (Section 3.2). In Section 3.3 we present a field

study and describe its results in Section 3.4 respectively. The chapter ends with a summary

(Section 3.5).

3.1 Basic System Design

We have designed and implemented McSense [99], a mobile crowd sensing platform that

allows clients to collect many types of sensing data from smart phones carried by mobile

users. The interacting entities in our mobile crowd sensing architecture are:

• McSense: A centralized mobile crowd sensing system which receives sensing requests
from clients and delivers them to providers; these entities are defined next.

• Client: The organization or group who is interested in collecting sensing data from
smart phones using the mobile crowd sensing system.

• Provider: A mobile user who participates in mobile crowd sensing to provide the
sensing data requested by the client.

3.1.1 System Architecture and Processes Involved

The architecture of McSense, illustrated in Figure 3.1, has two main components: (1)

the server platform that accepts tasks from clients and schedules the individual tasks for

24
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Figure 3.1 McSense Architecture.

execution at mobile providers; and (2) the mobile platform (at the providers) that accepts

individual tasks from the server, performs sensing, and submits the sensed data to the server.

The communication among all these components takes place over the Internet. Next we

discuss the overall process in more detail.

User registration: The McSense application on the smart phones shows a registration

screen for first time users, prompting them to enter an email address and a password.

During the registration process, the user phone’s MEID (Mobile Equipment IDentifier)

is captured and saved in the server’s database along with the user’s email address and

password. We chose to store the phone’s MEID in order to restrict one user registration per

device. In addition, the server also avoids duplicate registrations when users try registering

with the same email address again.

Posting new sensing tasks: New sensing tasks can be posted by clients using a web

interface running on the McSense server. The sensing task details are entered on this web

page by the client and submitted to the server’s database. Once a new task is posted,

the background notification service running on the provider’s phone identifies the new
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Figure 3.2 McSense Android Application showing tabs (left) and task screen for a photo
task (right).

available tasks and notifies the provider with a vibrate action on the phone. Providers

can check the notification and can open the McSense application to view the new available

tasks. When the application is loaded, the providers can see four tabs (Available, Accepted,

Completed and Earnings). The providers can view the list of tasks in the respective tabs

(Figure 3.2, left) and can click on each task from the list to view the entire task details

(type, status, description, accepted time, elapsed time, completion time, expiration time,

payment amount).

Life cycle of a task: The life cycle starts from the Available tasks tab. When a

provider selects an available task and clicks on the Accept button, the task is moved to

the Accepted tab. Once a task is accepted, then that task is not available to others anymore

(Figure 3.2, right). When the accepted task is completed according to its requirements, the
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task is moved to the Completed tasks tab. Finally, the providers view their aggregated total

dollars earned for successfully completed tasks under the Earnings tab. If the accepted task

expires before completing successfully according to its requirements, it is moved to the

Completed tasks tab and marked as unsuccessfully completed. The providers do not earn

money for the tasks that are completed unsuccessfully.

Background services on phone: When the network is not available, a completed task

is marked as pending upload. A background service on the phone periodically checks

for the network connection. When the connection becomes available, the pending data

is uploaded and finally these tasks are marked as successfully completed. If the provider

phone is restarted manually or due to the mobile OS crash, then all the in-progress sensing

tasks are automatically resumed by the Android’s BroadcastReceiver service registered for

the McSense application. Furthermore, the Accepted and the Completed tab’s task lists are

cached locally and are synchronized with the server. If the server is not reachable, the users

can still see the tasks that were last cached locally.

3.1.2 Prototype Implementation

The McSense application, shown in Figure 3.2, has been implemented in Android and is

compatible with smart phones running Android OS 2.2 or higher. The application was

tested successfully using Motorola Droid 2 phones which have 512 MB RAM, 1 GHz

processor, Bluetooth 2.1, Wi-Fi 802.11 b/g/n, 8 GB on board storage, and 8 GB microSD

storage. The McSense [100] Android application was deployed to Google Play [101] to

make it available for campus students. The server side of McSense is implemented in

Java/J2EE using the MVC (Model View Controller) framework. The Derby database is

used to store the registered user accounts and assigned task details. The server side Java
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code is deployed on the Glassfish Application Server, which is an open-source application

server.

3.2 Tasks Developed for McSense

The sensing tasks that we choose to develop for our research fall into two categories:

1. Manual tasks, e.g., photo tasks

2. Automated tasks, e.g., sensing tasks using accelerometer and GPS sensors; sensing
tasks using Bluetooth.

Manual Photo Sensing Task: Registered users are asked to take photos from

events on campus. Once the user captures a photo, she needs to click on the “Complete

Task” button to upload the photo and to complete the task. Once the photo is successfully

uploaded to the server, the task is considered successfully completed. These uploaded

photos can be used by the university news department for their current news articles. On

click of “Complete Task” button, if network is not available, the photo task is marked

as completed and waiting for upload. This task is shown with a pending icon under

completed tasks tab. Then a background service takes care of uploading the pending

photos when the network becomes available. If a photo is uploaded to server after the

task expiration time, then the photo is useless for the client. Therefore, the task will be

marked as “Unsuccessfully completed”, and the user do not earn money for this task.

Automated Sensing Task using Accelerometer and GPS Sensors: The accelero-

meter sensor readings and GPS location readings are collected at 1 minute intervals. The

sensed data is collected along with the userID and timestamp, and it is stored into a file in

the phone’s internal storage which can be accessed only by the McSense application. This
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data will be uploaded to the application server on completion of the task (which consists

of many data points). Using the collected sensed data of accelerometer readings and GPS

readings, we can identify users activities like walking, running, or driving. By observing

the daily activities, we could find out how much exercise each student is getting daily

and derive interesting statistics such as which department has the most active and healthy

students.

Automated Sensing Task using Bluetooth Radio: In this automated sensing task,

the user’s Bluetooth radio is used to perform periodic (every 5mins) Bluetooth scans until

the task expires; the task reports the discovered Bluetooth devices with their location back

to the McSense server on its completion. The sensed data from Bluetooth scans can provide

interesting social information such as how often McSense users are near to each other.

Also, it can identify groups who are frequently together to determine the level of social

interaction of certain people.

Automated Resources usage Sensing Task: In this automated sensing task, the

usage of user’s smart phone resources is sensed and reported back to the McSense server.

Specially, the report contains the mobile applications’ usage, the network usage, the periodic

WiFi scans, and the battery level of the smart phone. While logging the network usage

details, this automated task also logs overall device network traffic (tx/rx) and per-application

network traffic.

3.3 Field Study

The providers (students shown in Table 3.1) registered with McSense and submitted data

together with their userID. On the application server, we periodically posted various sensing

tasks. Some tasks had high monetary value associated with its successful completion. But,
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Table 3.1 Demographic Information of the Students
Total participants 58
Males 90%
Females 10%
Age 16-20 52%
Age 21-25 41%
Age 26-35 7%

few tasks are offered with very low monetary incentives and mostly relied on volunteering

students. As tasks are submitted to the application server, they appear on the participant’s

phones where our application has been installed. Each task will contain a task description,

its duration and a certain amount of money. The students can then use the available tasks

tab to view and accept any available task. Upon successful completion of the task, the

students will accumulate credits (paid in cash at the end of the study). We conducted the

study for approximately 2 months.

Details on the automated accelerometer and GPS sensing tasks posted on server for

our research:

1. We posted automated tasks only between 6AM - 12PM. Users can accept these tasks
when they are available. When user accept the auto sensing task, then the task starts
running in the background automatically. Furthermore, users must have WiFi and
GPS radios switched on for accepting Automated Sensing tasks.

2. Each day auto sensing tasks expire at night 10pm. Server checks for threshold (6hrs)
for the total sensing time of the task. If it is below 6hrs, then the task is marked as
“Unsuccessfully Completed” otherwise “Successfully Completed”.

3. Auto sensing tasks always run as a background service. On start or resume of this
service, the service always check the current time from the server. Thus, even when
the user sets wrong time on his mobile, the task will always know the correct current
time and will stop sensing after night 10PM.

4. Long term auto sensing tasks are posted for multiple days. Users are paid only for the
number of days they successfully complete the task. Same threshold logic is applied
to each day for these multi-day tasks.
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Figure 3.3 Correlation of Earnings and Fake photos.

Manual tasks like photo tasks are not completed when user simply accepts it. Users

have to finish the task manually from the Accepted Tasks Tab by taking the photo from

the requested location. Users were asked to take general photos from events on the NJIT

campus. Once the photos are successfully uploaded to the application server, the task

is considered successfully completed after a basic validation is performed (photos are

manually validated for ground truth).

3.4 Results

In this section, we present our insights from the analysis of the data collected from the field

study. In addition, we present observations of the user survey that was collected from users

at the end of the field study to understand the participant’s opinion on location privacy and

usage of phone resources.
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Figure 3.4 Correlation of user location and Fake photos.

3.4.1 Correlation of User Earnings and Fake Photos

To understand the correlation between the user earnings and the number of fake photos

submitted, we plot the data collected from the McSense crowd sensing field study. The

experimental results in Figure 3.3 show that the users who submitted most of the fake

photos are among the top 20 high earners (with an exception of 4 low earning users who

submitted fake photo once or twice). This is an interesting observation that can be leveraged

to improve the sensed data quality.

3.4.2 Correlation of Location and Fake Photos

We ask the question “Is there any correlation between the amount of time spent by users

on campus and the number of submitted fake photos?”. As suspected, the users who spent

less time on campus have submitted more fake photos. This behavior can be observed in

Figure 3.4.

Figure 3.4 shows the number of fake photos submitted by each user, with the users

sorted by the total hours spent on the NJIT campus. The participants’ total hours recorded
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Figure 3.5 Photo counts of 17 cheating people.

at NJIT campus are the hours that are accumulated from the sensed data collected from

“Automated Sensing task” described in the “Tasks Developed for McSense” Section 3.2.

The NJIT location is considered to be a circle with a radius of 0.5 miles. If the user is in

circle, then she is considered to be at NJIT. For most of the submitted fake photos with the

false location claim, the users claimed that they are at a campus location where the photo

task is requested, but actually they are not frequent visitors on the campus.

3.4.3 Malicious User: Menace or Nuisance?

The photos submitted by malicious users are plotted in Figure 3.5. The data show that

malicious users have submitted good photos at a very high rate than compared to the fake

photos. These malicious users are among the high earners, so they are submitting more

data than the average user. Thus, it may not be a good idea to remove the malicious users

from the system as soon as they are caught cheating.
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3.5 Chapter Summary

In this chapter, we outlined the general overview of the basic centralized design of our

Mobile Crowd Sensing system. We firstly defined the interacting entities and the system

architecture and protocols. We then discussed the prototype implementation. Subsequently,

the tasks developed for McSense are presented. Finally, our field study and its results are

also presented.



CHAPTER 4

ILR: IMPROVING LOCATION RELIABILITY IN CROWD SENSED DATA

This chapter presents ILR [102, 103], a scheme which Improves the Location Reliability

of mobile crowd sensed data with minimal human efforts. The scheme also detects false

location claims associated with the sensed data. We evaluate the proposed scheme on

real-world data by developing McSense, a mobile crowd sensing system which is deployed

on the Android market. Based on security analysis and simulation results, we show that

ILR works well at various node densities.

The rest of the chapter is organized as follows. Section 4.1 defines the assumptions

and Section 4.2 introduces the adversarial model. Section 4.3 describes the ILR scheme and

Section 4.4 presents the security analysis. Section 4.5 presents the evaluation of field study

and the simulation setup and results are presented in Section 4.6. The chapter concludes in

Section 4.7.

4.1 Assumptions

We consider that McSense posts tasks to collect sensing data on behalf of clients. Providers

execute any available task and report the sensed data back to McSense, which delivers it to

clients pending validation. We assume that every provider performs Bluetooth scans at each

location where it is collecting sensing data. We also assume that the sensed data reported

by providers for a given task always includes location, time, and a Bluetooth scan. Note

that Bluetooth scans can have a much lower frequency than the sensor sampling frequency.

In the context of this chapter, we use the terms “data point” and “task” interchangeably.

35
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4.2 Adversarial Model

We assume all the mobile devices are capable of determining their location using GPS. We

also assume McSense is trusted and the communication between mobile users and McSense

is secure. In our threat model, we consider that any provider may act maliciously and may

lie about their location.

A malicious provider can program the device to spoof a GPS location [73] and

start providing wrong location data for all the crowd sensing data requested by clients.

Regarding this, we consider three threat scenarios, where 1) The provider does not submit

the location and Bluetooth scan with a sensing data point; 2) The provider submits a

Bluetooth scan associated with a sensing task, but claims a false location; 3) The provider

submits both a false location and a fake Bluetooth scan associated with a sensing data point.

In Section 4.4, we will discuss how these scenarios are addressed by ILR.

We do not consider colluding attack scenarios, where a malicious provider colludes

with other providers to show that she is present in the Bluetooth co-location data of others.

It is not practically easy for a malicious provider to employ another colluding user at each

sensing location. Additionally, these colluding attacks can be reduced by increasing the

minimum node degree requirement in co-location data of each provider (i.e., a provider

P must be seen in at-least a minimum number of other providers’ Bluetooth scans at her

claimed location and time). Therefore, it becomes difficult for a malicious provider to

create a false high node degree by colluding with real co-located people at a given location

and time.

Finally, the other class of attacks that are out of scope for our current scheme are

attacks in which a provider is able to “fool” the sensors to create false readings (e.g., using
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the flame of a lighter to create the false impression of a high temperature), but submits the

right location and Bluetooth scan associated with this sensing task.

4.3 Proposed Scheme

In this section we present the ILR scheme which Improves the Location Reliability of

mobile crowd sensed data with minimal human efforts. We also describe the validation

process used by McSense to detect false location claims from malicious providers.

Before going into the details of the scheme, we assume that the sensed data is already

collected by the McSense system from providers at different locations. However, this

sensed data is awaiting validation before being sent to the actual clients who requested

this data.

For ILR, we will assume that the sensed data includes location, time and a Bluetooth

scan performed at the task’s location and time. The main idea of our scheme is to corroborate

data collected from manual (photo) tasks with co-location data from Bluetooth scans. We

describe next an example of how ILR uses the photo and co-location data.

4.3.1 An Example of ILR in Action

Figure 4.1 maps the data collected by several different tasks in McSense. The figure shows

9 photo tasks [marked as A to I] and 15 sensing tasks [marked as 1 to 15] performed by

different providers at different locations. For each of these tasks, providers also report

neighbors discovered through Bluetooth scans (i.e., Bluetooth scans). All these tasks are

grouped into small circles using co-location data found in Bluetooth scans within a time

interval t. For example, Photo task A and sensing tasks (1, 2, and 3) are identified as
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Figure 4.1 Example of McSense collected Photo tasks [A-I] and Sensing tasks [1-15] on
the campus map, grouped using Bluetooth discovery co-location data.

co-located and grouped into one circle because they are discovered in each others Bluetooth

scans.

In this example, McSense does not need to validate all the photo tasks mapped in the

figure. Instead, McSense will first consider the photo tasks with the highest node degree

(NodeDegree) by examining the co-located groups for photo task providers who have seen

the highest number of other providers in Bluetooth scans around them. In this example we

consider NodeDegree ≥ 3. Hence, we see that photo tasks A, B, C, D, and G have

discovered the highest number of providers around their location. Therefore, McSense will

choose these 5 photo tasks for validation. These selected photo tasks are validated either

manually or automatically (we discuss this in detail in Section 4.3.2). When validating

these photo tasks, if the photo is not valid then its photo is rejected and McSense ignores

its Bluetooth scans. If the photo is valid then McSense will consider the location of the

validated photo as trusted because the validated photo is actually taken from the physical

location requested in the task. However, it is very difficult to categorize every photo as a

valid or a fake photo. Therefore some photos will be categorized as “unknown” when a

decision cannot be made.
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In this example, we assume that these 5 selected photos are successfully validated

through manual verification. Next, using the transitivity property, McSense will extend the

location trust of validated photos to other co-located providers’ tasks which are found in

the Bluetooth scans of the A, B, C, D, and G photo tasks. For example, A will extend trust

to the tasks 1, 2, and 3, and B will extend trust to tasks 4, 5, and 6. Now task 6 will extend

its trust to tasks 13 and 14. Finally, after the end of this process, McSense system will

have 21 successfully validated tasks out of a total of 24 tasks. In this example, McSense

required manual validation for just 5 photo tasks, but using the transitive property it was

able to extend the trust to 16 additional tasks automatically. Only 3 tasks (E, F, and 12) are

not validated as they lack co-location data around them.

4.3.2 The ILR Scheme

The ILR scheme has two phases as shown in Figure 4.2. “Phase 1: Photo Selection” elects

the photo tasks to be validated. And “Phase 2: Transitive Trust” extends the trust to data

points co-located with the tasks elected in Phase 1.

Phase 1 - Photo Selection Using collected data from Bluetooth scans of providers, we

construct a connected graph of co-located data points for a given location and within a

time interval t (these are the same groups represented in circles as discussed in the above

example). From these graphs, we elect the photo tasks that have node degree greater than

a threshold (Nth).

These selected photo tasks are validated either by humans or by applying computer

vision techniques. For manual validation, McSense could rely on other users recruited from

Amazon MTurk [13] for example. In order to apply computer vision techniques, first we
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Figure 4.2 The phases of the ILR scheme.

need to collect ground truth photos to train image recognition algorithms. One alternative is

to have trusted people collect the ground truth photos. However, if the ground truth photos

are collected through crowd sensing, then they have to be manually validated as well. Thus,

reducing the number of photos that require manual validation is an important goal for both

manual and automatic photo recognition. Once the validation is performed, the location of

the validated photo task is now considered to be reliable because the validated photos have

been verified to be taken from the physical location requested in the task. For simplicity,

we will refer to the participants who contributed valid photo tasks with reliable location

and time as “Validators”.

Phase 2 - Transitive Trust In this phase, we rely on the transitive property and extend the

trust established in the Validator’s location to other co-located data points. In short, if the

photo is valid, the trust is extended to co-located data points found in Bluetooth discovery

of the validated photo task. In current scheme, trust is extended until all co-located tasks

are trusted or no other task is found, alternately McSense can set a TTL (Time To Live) on

extended trust. The following two steps are performed in this phase:

• (Step 1) Mark co-located data points as trusted: For each task co-located with a
validated photo task, mark the task’s location as trusted.
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• (Step 2) Repeat Step 1 for each newly validated task until all co-located tasks are
trusted or no other task is found.

Algorithm 1 ILR Validation Pseudo-Code

Notation:
TList: Tasks List which are not yet marked trusted after completing first two
phases of ILR scheme.
T: Task submitted by a Provider.
L: Location of the Photo or Sensing Task (T).
t: Timestamp of the Photo or Sensing Task (T).
hasValidator(L, t): Function to check, if already there exist any valid data
point at task T’s location and time.

validationProcess():
run to validate the location of each task in TList
1: for each task T in TList do
2: if hasV alidator(L, t) == TRUE then
3: Update task T with false location claim at (L, t)

4.3.3 Validation Process

After executing the two phases of ILR scheme, all the co-located data points are validated

successfully. If any malicious provider falsely claims one of the validated task’s location

at the same time, then the false claim will be detected in the validation step. Executing

the validation process shown in algorithm 1 will help us detect wrong location claims

around the already validated location data points. For instance, if we consider task 12

from Figure 4.1 as a malicious provider claiming a false location exactly at photo task

A’s location and time, then task 12 will be detected in the validationProcess() as it is not

co-located in the Bluetooth scans of photo task A. In addition to the validation process,

McSense will also do a basic spatio-temporal correlation check to ensure that the provider

is not claiming location at different places at same time.
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4.4 Security Analysis

The goal of the ILR scheme is to establish the reliability of the sensed data by validating

the claimed location of the data points. In addition, ILR seeks to detect false claims made

by malicious participants.

ILR is able to handle all the three threat scenarios presented in our adversarial model

(Section 4.2). In the first threat scenario, when there is no location and Bluetooth scan

submitted along with the sensed data, the sensed data of that task is rejected and the

provider will not be paid by McSense.

In the second threat scenario, when a provider submits its Bluetooth discovery with a

false location claim, then McSense will detect the provider in it neighbors’ Bluetooth scans

at a different location using the spatio-temporal correlation check and will reject the task’s

data.

Finally, when a provider submits fake Bluetooth discovery with a false location claim,

then the scheme looks for any validator around the claimed location and if it finds anyone,

then the sensed data associated with the false location claim is rejected. But, if there is no

validator around the claimed location, then the data point is categorized as “unknown”.

As discussed in our adversarial model (Section 4.2), sensed data submitted by malicious

colluding attackers could be filtered to a certain extent in McSense by setting the node

degree threshold (Nth) to the minimum node degree requirement requested by the client.

4.5 Experimental Evaluation: Field Study

The providers (students shown in Table 3.1) registered with McSense and submitted data

together with their userID. Both phases of ILR and the validation process are executed on
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Table 4.1 Photo Task Reliability
Number of photo tasks

Total photos 1784
Num of photos with Bluetooth scans
(manually validated in ILR)

204

Trusted data points added by ILR 148

data collected from the providers, and we acted as the clients collecting the sensed data in

these experiments.

The location data is mostly collected from the university campus (0.5 miles radius).

The main goal of these experiments is to determine how efficiently the ILR scheme can help

McSense to validate the location data and detect false location claims. ILR considers the

Bluetooth scans found within 5min interval of measuring the sensor readings for a sensing

task.

Table 4.1 shows the total photo tasks that are submitted by people; only 204 photo

tasks are having Bluetooth scans associated with them. In this data set, we considered the

NodeDegree ≥ 1, therefore we used all these 204 photo tasks with Bluetooth scans in

Phase-1 to perform manual validation, and then in Phase-2 we are able to automatically

extend the trust to 148 new location data points through the transitive closure property of

ILR.

To capture the ground truth, we manually validated all the photos collected by McSense

in this study and identified that we have a total of 45 fake photos submitted to McSense

from malicious providers, out of which only 16 fake photo tasks are having Bluetooth scans

with false location claims. We then applied ILR to verify how many of these 16 fake photos

can be detected.

We were able to catch 4 users who claimed wrong locations to make money with fake

photos, as shown in Table 4.2. Since the total number of malicious users involved in the 16
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Table 4.2 Number of False Location Claims
Detected by ILR
scheme

Total Percentage
Detected

Tasks with False Location claim 4 16 25%
Cheating People 4 10 40%

Table 4.3 Simulation Setup for the ILR Scheme
Parameter Value
Number of nodes 200
% of tasks with false location claims 10, 15, 30, 45, 60
Bluetooth transmission range 10m
Simulation time 2hrs
User walking speed 1m/sec
Node Density 2, 3, 4, 5
Bluetooth scan rate 1/min

fake photo tasks is 10, ILR was able to detect 40% of them. Finally, ILR is able to achieve

this result by validating only 11% of the photos (i.e., 204 out of 1784).

4.6 Simulations

This section presents the evaluation of the ILR scheme using the NS-2 network simulator.

The two main goals of the evaluation are: (1) Estimate the right percentage of photo tasks

needed in Phase 1 to bootstrap the ILR scheme, and (2) Quantify the ability of ILR to detect

false location claims at various node densities.

4.6.1 Simulation Setup

The simulation setup parameters are presented in Table 4.3. Given a simulation area of

100m x 120m, the node degree (i.e., average number of neighbors per user) is slightly

higher than 5. We varied the simulation area to achieve node degrees of 2, 3, and 4. We

consider low walking speeds (i.e., 1m/sec) for collecting photos. In these simulations, we
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Figure 4.3 ILR performance as function of the percentage of photos manually validated in
phase 1. Each curve represents a different percentage of photos with fake locations.

considered all tasks as photo tasks. A photo task is executed every minute by each node.

Photo tasks are distributed evenly across all nodes. Photo tasks with false location claims

are also distributed evenly across several malicious nodes. We assume the photo tasks in

ILR’s phase 1 are manually validated.

After executing the simulation scenarios described below, we collect each photo

task’s time, location, and Bluetooth scan. As per simulation settings, we will have 120

completed photo tasks per node at the end of the simulation (i.e 24,000 total photo tasks for

200 nodes). Over this collected data, we apply the ILR validation scheme to detect false

location claims.

4.6.2 Simulation Results

Varying percentage of false location claims. In this set of experiments, we vary the

percentage of photo tasks with false location claims. The resulting graph, plotted in Figure-

4.3, has multiple curves as a function of the percentage of photo tasks submitting false

location. This graph is plotted to gain insights on what will be the right percentage of

photo tasks needed in Phase 1 to bootstrap the ILR scheme. Next, we analyze Figure 4.3:
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• Low count of malicious tasks submitted: When 10% of total photo tasks are
submitting false location, Figure 4.3 shows that just by using 10% of the total photo
tasks validated in Phase1, the ILR scheme can detect 55% of the false location claims.
This figure also shows that in order to detect more false claims, we can use up to 40%
of the total photo tasks in Phase 1 to detect 80% of the false location tasks. Finally,
Figure 4.3 shows that increasing the percentage of validated photo tasks above 40%
will not help much as the percentage of detected false tasks remains the same.

• High count of malicious tasks submitted: When 60% of the total photo tasks are
submitting false location, Figure 4.3 shows that ILR can still detect 35% of the false
claims by using 10% of the total photo tasks in Phase 1. But in this case, ILR scheme
requires more validated photo tasks(70%) to catch 75% of the false claims. This is
because by increasing the number of malicious tasks, the co-location data is reduced
and therefore ILR cannot extend trust to more location claims in its Phase 2.

Therefore, we conclude that the right percentage of photo tasks needed to bootstrap

the ILR scheme is proportional to the expected false location claims (which can be predicted

using the history of the users’ participation).

Node density impact on the ILR scheme. In this set of experiments, we assume

that 10% of the total photo tasks are submitting false locations. In Figure 4.4 we analyze

the impact of node density on the ILR scheme. We seek to estimate the minimum node

density required to achieve highly connected graphs to extend the location trust transitively

to more co-located nodes.

• High Density: When simulations are run with node density of 5, Figure 4.4 shows
the ILR scheme can detect the highest percentage (>85%) of the false location
claims. The figure also shows similarly high results even for a node density of 4.

• Low Density: When simulations are run with node density of 2, we can see that the
ILR scheme can still detect 65% of the false location tasks using 50% of the total
photo tasks in Phase 1. For this node density, even after increasing the number of
validated photo tasks in Phase 1, the percentage of detected false claims does not
increase. This is because of there are fewer co-located users at low node densities.

Therefore, we conclude that the ILR scheme can efficiently detect false claims with

a low number of manual validations, even for low node densities.
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Figure 4.4 ILR performance as function of the percentage of photos manually validated in
phase 1. Each curve represents a different network density represented as average number
of neighbors per node.

4.7 Chapter Summary

This chapter presented ILR, a scheme which increases the reliability of mobile crowd

sensed data with minimal human efforts. ILR also detects false location claims associated

with the sensed data. Based on security analysis and simulation results, we show that

ILR works well at varying node densities. We evaluated the proposed scheme on real

data, by developing McSense – a mobile crowd sensing system – which is deployed in

the Android market. The analysis on sensed data collected from over 50 users during a

two-month period demonstrated that ILR is efficient in attaining location data reliability

and in detecting a significant percentage of false location claims.



CHAPTER 5

LINK: LOCATION AUTHENTICATION THROUGH IMMEDIATE NEIGHBORS

KNOWLEDGE

This chapter proposes LINK (Location authentication through Immediate Neighbors Know-

ledge) [104], a secure location authentication protocol in which users help authenticate

each other’s location claims. LINK associates trust scores with users and nearby mobile

devices belonging to users with high trust scores play similar roles with the trusted beacons-

/base stations in existing location authentication solutions. The main idea is to leverage

the neighborhood knowledge available through short-range wireless technologies, such as

Blue-tooth which is available on most cell phones, to verify if a user is in the vicinity of

other users with high trust scores.

The rest of the chapter is organized as follows. Section 5.1 defines the assumptions

and the adversarial model is presented in Section 5.2. Section 5.3 describes the LINK

protocol, and Section 5.4 analyzes its security. Section 5.5 presents the simulation results.

The implementation and experimental evaluation are presented in Sections 5.6 and 5.7. The

chapter concludes in Section 5.8.

5.1 Assumptions

This section defines the interacting entities in our environment, and the assumptions we

make about the system for LINK protocol.

Interacting entities. The entities in the system are:

48
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• Claimer: The mobile user who claims a certain location and subsequently has to
prove the claim’s authenticity.

• Verifier: A mobile user in the vicinity of the claimer (as defined by the transmission
range of the wireless interface, which is Bluetooth in our implementation). This user
receives a request from the claimer to certify the claimer’s location and does so by
sending a message to the LCA.

• Location Certification Authority (LCA): A service provided in the Internet that can be
contacted by location-based services to authenticate claimers’ location. All mobile
users who need to authenticate their location are registered with the LCA.

• Location-based Service (LBS): The service that receives the location information
from mobile users and provides responses as a function of this location.

We assume that each mobile device has means to determine its location. This location

is considered to be approximate, within typical GPS or other localization systems limits.

We assume the LCA is trusted and the communication between mobile users and the LCA

occurs over secure channels, e.g., the communication is secured using SSL/TLS. We also

assume that each user has a pair of public/private keys and a digital certificate from a

PKI. Similarly, we assume the LCA can retrieve and verify the certificate of any user. All

communication happens over the Internet, except the short-range communication between

claimers and verifiers.

We choose Bluetooth for short-range communication in LINK because of its pervasive-

ness in cell phones and its short transmission range (10m) which provides good accuracy

for location verification. However, LINK can leverage WiFi during its initial deployment in

order to increase the network density. This solution trades off location accuracy for number

of verifiers.

LCA can be a bottleneck and single point of failure in the system. Currently, we do

not address this issue, but standard distributed systems techniques can be used to improve

the LCA’s scalability and fault-tolerance. For example, an individual LCA server/cluster
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can be assigned to handle a specific geographic region, thus reducing the communication

overhead significantly (i.e., communication between LCA servers is only required to access

user’s data when she travels away from the home region). LINK also needs significant

memory and storage space to store historic data about each pair of users who interact in the

system. To alleviate this issue, a distributed implementation of the LCA could use just the

recent history (e.g., past month) to compute trust score trends, use efficient data intensive

parallel computing frameworks such as Hadoop [105] to pre-compute these trends offline,

and employ distributed caching systems such as memcached [106] to achieve lower latency

for authentication decisions.

5.2 Adversarial Model

Any claimer or verifier may be malicious. When acting individually, malicious claimers

may lie about their location. Malicious verifiers may refuse to cooperate when asked to

certify the location of a claimer and may also lie about their own location in order to

slander a legitimate claimer. Additionally, malicious users may perform stronger attacks

by colluding with each other in order to verify each other’s false claims. Colluding users

may also attempt two classic attacks: mafia fraud and terrorist fraud [107].

We do not consider selfish attacks, in which users seek to reap the benefits of partici-

pating in the system without having to expend their own resources (e.g., battery). These

attacks are solved by leveraging the centralized nature of LCA, which enforces a tit-for-tat

mechanism, similar to those found in P2P protocols such as BitTorrent [108], to incentivize

nodes to participate in verifications. Only users registered with the LCA can participate in

the system as claimers and verifiers. The tit-for-tat mechanism requires the verifiers to



51

submit verifications in order to be allowed to submit claims. New users are allowed to

submit a few claims before being requested to perform verifications.

Finally, we rely on the fact that a user cannot easily obtain multiple user IDs because

the user ID is derived from a user certificate and obtaining digital certificates is not cheap;

this deters Sybil attacks [109]. Further, techniques such as [110, 111], complimentary to

our protocol, can be used to address these attacks.

5.3 Protocol Design

This section presents the basic LINK operation, describes the strategies used by LCA to

decide whether to accept or reject a claim, and then details how trust scores and verification

history are used to detect strong attacks from malicious users who change their behavior

over time or collude with each other.

5.3.1 Basic Protocol Operation

All mobile users who want to use LINK must register with the LCA. During registration,

the LCA generates a userID based on the user’s digital certificate. Users of the system do

not have to register with the LBS because they submit their LCA-generated userID to the

LBS together with their requests. By not requiring the users to register with each LBS, we

simplify the protocol.

At registration time, the LCA assigns an initial trust score for the user (which can be

set to a default value or assigned based on other criteria). Trust scores are maintained and

used by the LCA to decide the validity of location claims. A user’s trust score is additively

increased when her claim is successfully authenticated and multiplicatively decreased other-

wise in order to discourage malicious behavior. This policy of updating the scores is
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Figure 5.1 Basic Protocol Operation (where C = claimer, Vi = verifiers, LBS = Location-
Based Service, LCA = Location Certification Authority).

demonstrated to work well for the studied attacks, as shown in Section 5.5. The values

of all trust score increments, decrements, and thresholds are presented in the same section.

A similar trust score updating policy has been shown to be effective in P2P networks as

well [86].

LCA also maintains a verification count of each user to determine whether the user

is participating in verifications or simply using the system for her own claims. A user

needs to perform at least VCth verifications in order to be allowed to submit one claim

(VCth is the verification count threshold). Each time a verifier submits a verification, her

verification count is incremented by 1, and each time a claimer submits a request to LCA,

her verification count is decreased by VCth. If a claimer’s verification count reaches below

VCth, the claimer is informed to participate in other claimers verifications and her claims

are not processed until her verification count reaches above VCth.

Figure 5.1 illustrates the basic LINK operation. The pseudo-code describing the

actions of claimers, verifiers, LCA, and LBS is presented in Algorithm 2. LINK messages

are signed. When we say that a protocol entity sends a signed message, we mean that the

entity computes a digital signature over the entire message and appends this signature at
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the end of the message. In step 1, a user (the claimer) wants to use the LBS and submits her

location (Claimer Pseudo-code, line 5). The LBS then asks the claimer to authenticate her

location (step 2) (LBS Pseudo-code, line 3). In response, the claimer will send a signed

message to LCA (step 3) which consists of (userID, serviceID, location, seq-no, serviceID,

verifiers’ IDs) (Claimer Pseudo-code, line 12). The sequence number (seq-no) is used to

protect against replay attacks (to be discussed in Section 5.4). The serviceID is an identifier

of the LBS. The verifiers’ IDs consists of the list of verifiers discovered by the claimer’s

Bluetooth scan; in this way, LCA will ignore the certification replies received from any

other verifiers (the purpose of this step is to defend against mafia fraud attacks as detailed

in Section 5.4). Furthermore, the LCA timestamps and stores each newly received claim.

The claimer then starts the verification process by broadcasting to its neighbors a

location certification request over the short-range wireless interface (step 4). This message

is signed and consists of (userID, serviceID, location, seq-no), with the same sequence

number as the claim in step 3. The neighbors who receive the message, acting as verifiers

for the claimer, will send a signed certification reply message to LCA (step 5) (Verifier

Pseudo-code, line 8). This message consists of (userID, location, certification-request),

where the userID and location are those of the verifier and certification-request is the

certification-request broadcasted by the claimer. The certification-request is included to

allow the LCA to match the claim and its certification messages. Additionally, it proves

that indeed the certification-reply is in response to the claimer’s request.

The LCA waits for the certification reply messages for a short period of time and

then starts the decision process (described next in Section 5.3.2). Finally, the LCA informs

the LBS about its decision (step 6) (LCA Pseudo-code, line 9), causing the LBS to provide

or deny service to the claimer (LBS Pseudo-code, line 8).
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Algorithm 2 LINK Pseudo-Code
Claimer Pseudo-code:

1: // KCpr = private key of claimer
2: // KCpu = public key of claimer
3: // seq-no = provided by LCA before each claim
4: // LBS-request = [userID, location]
5: send(LBS, LBS-request)
6: receive(LBS, response)
7: if response == Authenticate then
8: certification-request = [userID, serviceID, location, seq-no];
9: certification-request += sign(KCpr , certification-request);
10: verifiers = BluetoothDiscoveryScan();
11: signed-verifiers = verifiers + sign(KCpr , verifiers);
12: send(LCA, certification-request, signed-verifiers);
13: broadcast(verifiers, certification-request);
14: receive(LBS, response);

Verifier Pseudo-code:

1: // KVpr = private key of verifier
2: // KVpu = public key of verifier
3: // Verifier enables Bluetooth Radio to discoverable mode
4: claimer = BluetoothDiscovered();
5: receive(claimer, certification-request);
6: certification-reply = [userID, location, certification-request];
7: certification-reply += sign(KVpr , certification-reply);
8: send(LCA, certification-reply);
9: // Potential request from LCA to authenticate its location

LCA Pseudo-code:

1: receive(claimer, certification-request, verifiers)
2: if verify(KCpu, certification− request) and verify(KCpu, verifiers) then
3: for v = 1 to verifiers.size() do
4: receive(v, certification-reply[v]);
5: if verify(KVpu, certification−reply[v]) and verify(KCpu, getCertificationRequest(certification−

reply[v])) then
6: storeDataForDecision(certification-request, certification-reply)
7: decision = decisionProcess(claimer, getClaimLocation(certification-request));
8: LBS = getServiceID(certification-request);
9: send(LBS, decision);

LBS Pseudo-code:

1: receive(claimer, LBS-request);
2: if locationAuthentication == Required then
3: send(claimer, Authenticate);
4: receive(LCA, decision);
5: if decision == Reject then
6: send(claimer, ServiceDenied)
7: return
8: send(claimer, response);
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5.3.2 LCA Decision Process

In the following, we present the pseudo-code (Algorithm 3) and description of the LCA

decision process. For the sake of clarity, this description skips most of the details regarding

the use of historical data when making decisions, which are presented in Section 5.3.3.

Claimer lies The LCA first checks the user spatio-temporal correlation by comparing the

currently claimed location with the location of the user’s previously recorded claim (lines

1-3 in the algorithm). If it is not physically possible to move between these locations in the

time period between the two claims, the new claim is rejected.

If the claimer’s location satisfies the spatio-temporal correlation, the LCA selects

only the “good” verifiers who responded to the certification request and who are in the

list of verifiers reported by the claimer (lines 5-12). These verifiers must include in their

certification reply the correct certification request signed by the claimer (not shown in the

code) and must satisfy the spatio-temporal correlation themselves. Additionally, they must

have trust scores above a certain threshold. We only use “good” verifiers because verifiers

with low scores may be malicious and may try to slander the claimer. Nevertheless, the low

score verifiers respond to certification requests in order to be allowed to submit their own

certification claims (i.e., tit-for-tat mechanism) and, thus, potentially improve their trust

scores.

Colluding users help claimer After selecting the “good” verifiers, the LCA checks if

they are colluding with the claimer to provide false verifications (lines 13-15), and it rejects

the claim if that is the case. This collusion check is described in detail in Section 5.3.3.
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Contradictory verifications If the LCA does not detect collusion between the claimer

and verifiers, it accepts or rejects the claim based on the difference between the sums of

the trust scores of the two sets of verifiers (lines 16-23), those who agree with the location

submitted by the claimer (Ysum) and those who do not (Nsum). Of course, the decision

is easy as long as all the verifiers agree with each other. The difficulty comes when the

verifiers do not agree with each other. This could be due to two causes: malicious individual

verifiers or verifiers colluding with the claimer who have escaped detection.

Notation of Algorithm 3:
c: claimer

V = {v0,v1,...vn}: Set of verifiers for claimer c

Nset: Set of verifiers who do not agree with c’s location claim

vi: The i-th verifier in V

Tvi: Trust score of verifier vi

Tc: Trust score of claimer

Wvi: Weighted trust score of verifier vi

Lc: Location claimed by claimer

Lvi: Location claimed by verifier vi

INDtr: Individual threshold to eliminate the low-scored verifiers

AVGtr: Average threshold to ensure enough difference in averages

VRFcnt=0: Variable to hold recursive call count

INC=0.1: Additive increment

DEC=0.5: Multiplicative decrement

secVer[]: Array to hold the response of second level verifications

If the difference between the trust score sums of two sets of verifiers is above a certain

threshold, the LCA decides according to the “winning” set. If it is low, the LCA does not

make a decision yet. It continues by checking the trust score trend of the claimer (lines

24-27): if this trend is poor, with a pattern of frequent score increases and decreases, the

claimer is deemed malicious and the request rejected. Otherwise, the LCA checks the score

trends of the verifiers who disagree with the claimer (lines 28). If these verifiers are deemed
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Algorithm 3 Decision Process Pseudo-Code
decisionProcess(c, Lc):
:run to validate the location Lc claimed by c
1: if SpatioTempCorrelation(c) == FALSE then
2: Tc = Tc*DEC
3: return Reject
4: VRFcnt++
5: if hasNeighbors(c) == TRUE then
6: for i = 0 to n do
7: if SpatioTempCorrelation(vi) == FALSE then
8: Tvi = Tvi*DEC
9: remove vi from set V
10: Wvi = getUpdatedWeightScore(vi,c)
11: if Wvi ≤ INDtr then
12: remove vi from set V
13: if V.notEmpty() then
14: if checkCollusion(V, c) == TRUE then
15: return Reject
16: (absAVGDiff,Ysum,Nsum) = getTrustScore(V,c)
17: if absAV GDiff ≥ AV Gtr then
18: if Ysum ≥ Nsum then
19: Tc = Tc+INC
20: return Accept
21: else
22: Tc = Tc*DEC
23: return Reject
24: else
25: if trend(c) == POOR then
26: Tc = Tc*DEC
27: return Reject
28: else if verifyScoreTrends(Nset) == POOR then
29: if Tc ≤ INDtr then
30: return Ignore
31: else
32: Tc = Tc-INC
33: return Accept
34: else if V RFcnt == 2 then
35: return Ignore {//2nd level claim is ignored}
36: else
37: for i = 0 to Nset.size() do
38: secVer[i] = decisionProcess(vi,Lvi )
39: if Majority(secV er) == Ignore or Reject then
40: Tc = Tc+INC
41: return Accept
42: else
43: Tc = Tc*DEC
44: return Reject
45: if V RFcnt == 2 then
46: return Ignore {//2nd level claim is ignored}
47: else if trend(c) == POOR then
48: Tc = Tc*DEC
49: return Reject
50: else if Tc ≤ INDtr then
51: return Ignore
52: else
53: Tc = Tc-INC
54: return Accept



58

malicious, the claim is accepted. Otherwise, the claim is ignored, which forces the claimer

to try another authentication later.

Note that even if the claim is accepted in this phase, the trust score of the claimer

is preventively decremented by a small value (lines 32-33). In this way, a claimer who

submits several claims which are barely accepted will receive a low trust score over time;

this trust score will prevent future “accepts” in this phase (lines 29-30) until her trust scores

improves.

If the trend scores of both the claimer and the verifiers are good, the verifiers are

challenged to authenticate their location (lines 34-44). This second level verification is

done through a recursive call to the same decisionProcess() function. This function is

invoked for all verifiers who do not agree with the claimer (lines 37-38). If the majority of

these verifiers cannot authenticate their location (i.e., Ignore or Reject answers), the claim

is accepted (lines 39- 41). Otherwise, the claim is rejected. The VRFcnt variable is used

to keep track of the recursive call count. Since we perform just one additional verification

level, the function returns when its value is 2.

Claimer with no verifiers The LCA deals with the case when no “good” verifiers are

found to certify the claim in lines 45-54 of the algorithm (this includes no verifiers at

all). If the claimer’s trust score trend is good and her trust score is higher than a certain

threshold, the claim is accepted. In this situation, the claimer’s trust score is decreased by

a small value INC = 0.1 as shown at line 53 in Algorithm 3 to protect against malicious

claimers who do not broadcast a certification request to their neighbors when they make a

claim. Over time, a user must submit claims that are verified by other users; otherwise, all

her claims will be rejected.
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5.3.3 Use of Historical Data in LCA Decision

The LCA maintains for each user the following historical data: (1) all values of the user’s

trust score collected over time, and (2) a list of all users who provided verifications for this

user together with a verification count for each of them. These data are used to detect and

prevent attacks from malicious users who change their behavior over time or who collude

with each other.

Trust score trend verification. The goal of this verification is to analyze the historical

trust values for a user and find malicious patterns. This happens typically when there are

no good verifiers around a claimer or when the verifiers contradict each other with no clear

majority saying to accept or reject the claim.

For example, a malicious user can submit a number of truthful claims to improve her

trust score and then submit a malicious claim without broadcasting a certification request

to her neighbors. Practically, the user claims to have no neighbors. This type of attack is

impossible to detect without verifying the historical trust scores. To prevent such an attack,

the LCA counts how many times has a user’s trust score been decreased over time. If this

number is larger than a certain percentage of the total number of claims issued by that user

(10% in our implementation), the trend is considered malicious. More complex functions

or learning methods could be used, but this simple function works well for many types of

attacks, as demonstrated by our experiments.

Colluding users verification. Groups of users may use out-of-band communication

to coordinate attacks. For example, they can send location certification messages to LCA

on behalf of each other with agreed-upon locations. To mitigate such attacks, the LCA

maintains an NxN matrix M that tracks users certifying each other’s claims (N is the total

number of users in the system). M[i][c] counts how many times user i has acted as verifier
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for user c. The basic idea is that colluding users will certify frequently each other’s claims

compared with the rest of the users in the system. However, identifying colluding users

based solely on this criterion will not work because a spouse or a colleague at the office

can certify very frequently the location of certain users. Furthermore, a set of colluding

malicious users can use various permutations of subsets of malicious verifiers to reduce the

chances of being detected.

Therefore, we propose two enhancements. First, the LCA algorithm uses weighted

trust scores for verifiers with at least two verifications for a claimer. The weighted trust

score of a verifier v is Wv = Tv/log2(M[i][c]), where Tv is the actual trust score of v. The

more a user certifies another user’s claims, the less its certifying information will contribute

in the LCA decision. We choose a log function to induce a slower decrease of the trust score

as the count increases. Nevertheless, a small group of colluding users can quickly end up

with all their weighted scores falling below the threshold for “good” users, thus stopping

the attack.

This enhancement is used until enough verification data is collected. Then, it is

used in conjunction with the second enhancement, which discriminates between colluding

malicious users and legitimate users who just happen to verify often for a claimer. LINK

rejects a claim if the following conditions are satisfied for the claimer:

1. The number of claims verified by each potentially colluding user is greater than a
significant fraction of the total number of claims issued by the claimer, and

2. The number of potentially colluding users who satisfy the first condition is greater
than a significant fraction of the total number of verifiers for the claimer.

The pseudo-code for this function is presented in Algorithm 4. The function uses a

dynamic threshold, Wmax, which is a percentage of the total number of claims issued by
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Algorithm 4 Collusion Check Pseudo-Code

Notation:
M: NxN matrix for keeping count of certifications for pairs (claimer, verifier)
Wmax: Threshold for count w

k: Number of verifiers with w ≥Wmax for claimer c
V: Set of active verifiers for claimer c
Tc: Trust score of claimer
Tvi: Trust score of i-th verifier in V
m: Number of verifiers with w > 0 for claimer c
NumClc: Total number of claims made by claimer c
Wrst: reset value

checkCollusion(V, c):
1: Wmax = β ∗NumClc
2: for i = 0 to M.size do
3: if M [i][c] ≥Wmax then
4: k++;
5: if M [i][c] > 0 then
6: m++;
7: if k/m ≥ α then
8: Tc = Tc ∗DEC
9: for i = 0 to M.size do
10: if (M [i][c] ≥Wmax) and ((i ∈ V ) or (i.punished == FALSE)) then
11: Ti = Ti ∗DEC
12: i.punished = TRUE

13: return TRUE
14: else
15: for i = 0 to V.size do
16: if M [V [i]][c] ≥Wmax then
17: M [V [i]][c] =Wrst

18: return FALSE

the claimer over time (in our implementation, this percentage, β, is set to 30%). Since

Wmax is dynamically set, the algorithm can adapt its behavior over time. The function

then computes the percentage of the verifiers who already reached Wmax (lines 3-6). If a

significant number of verifiers reached this threshold, the algorithm considers them malicious

and punishes them together with the claimer. Simulation results presented in Section 5.5

demonstrate the advantage of punishing the verifiers as well vs. a method that would punish

only the claimer.

A higher percentage of users verifying often for the same claimer is a strong indication

of malicious behavior (the parameter α, set to 10% in our implementation, is used for this

purpose). The underlying assumption is that a legitimate user going about her business is



62

verified by many users over time, and only a few of them would verify often (e.g., family,

lab mates).

Lines 7-13 show how the decision is made. If the number of potentially colluding

verifiers is greater than α, the claimer and those verifiers are punished. Note that we do not

punish a verifier who did not participate in verifications for this claimer since last time she

was punished (line 10). In this way, the verifiers can redeem themselves, but at the same

time, their contribution is still remembered in M. Finally, as shown in lines 14-18, if the

percentage of potentially colluding users is less than α, the counts for those users are reset

to allow them to have a greater contribution in future verifications for the claimer (this is

correlated with the weighted trust score described previously).

5.4 Security Analysis

LINK’s goal is to prevent malicious users from claiming an incorrect location and to accept

truthful location claims from legitimate users. The decision made by the LCA to accept or

reject a claim relies on the trust scores of the users involved in this claim (i.e., claimer and

verifiers). Thus, from a security perspective, the protocol’s goal is to ensure that over time

the trust score of malicious users will decrease, whereas the score of legitimate users will

increase. LINK uses an additive increase and multiplicative decrease scheme to manage

trust scores in order to discourage malicious behavior.

There are certain limits to the amount of adversarial presence that LINK can tolerate.

For example, LINK cannot deal with an arbitrarily large number of malicious colluding

verifiers supporting a malicious claimer because it becomes very difficult to identify the

set of colluding users. Similarly, LINK cannot protect against users who accumulate high

scores and very rarely issue false claims while pretending to have no neighbors (i.e., the
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user does not broadcast a certification request). An example of such situation is a “hit and

run” attack, when the user does not return to the system after issuing a false claim. This

type of behavior cannot be prevented even in other real-world systems that rely on user

reputation, such as Ebay. Thus, we do not focus on preventing such attacks. Instead, we

focus on preventing users that systematically exhibit malicious behavior. Up to a certain

amount of adversarial presence, our simulation results in Section 5.5 show that the protocol

is able to decrease over time the scores of users that exhibit malicious behavior consistently

and to increase the scores of legitimate users.

All certification requests and replies are digitally signed, thus the attacker cannot

forge them, nor can she deny messages signed under her private key. Attackers may

attempt simple attacks such as causing the LCA to use the wrong certification replies to

verify a location claim. LINK prevents this attack by requiring verifiers to embed the

certification request in the certification reply sent to the LCA. This also prevents attackers

from arbitrarily creating certification replies that do not correspond to any certification

request, as they will be discarded by the LCA.

Another class of attacks claims a location too far from the previously claimed location.

In LINK, the LCA prevents these attacks by detecting it is not feasible to travel such a large

distance in the amount of time between the claims.

The LCA’s decision making process is facilitated when there is a clear difference

between the trust scores of legitimate and malicious users. This corresponds to a stage in

which the user scores have stabilized (i.e., malicious scores have low scores and legitimate

users have high scores). However, there may be cases when this score difference is not

significant and it becomes challenging to differentiate between a legitimate verifier vouching

against a malicious claimer and a malicious verifier slandering a legitimate claimer. In
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this case, the LCA’s decision relies on several heuristic rules. The true nature of a user

(malicious or legitimate) may be reflected in the user’s score trend and the LCA can decide

based on the score trends of the claimer and verifiers. The LCA may also potentially

require the verifiers to prove their location. This additional verification can reveal malicious

verifiers which are certifying a position claim (even though they are not in the vicinity of

the claimed position), because the verifiers will not be able to prove their claimed location.

Replay Attack. Attackers may try to slander other honest nodes by intercepting

their certification requests and then replaying them at a later time in a different location.

However, the LCA is able to detect that it has already processed a certification request

(extracted from a certification reply) because each such request contains a sequence number

and the LCA maintains a record of the latest sequence number for each user. Thus, such

duplicate requests will be ignored.

Individual Malicious Claimer or Verifier Attacks. We now consider individual

malicious claimers that claim a false location. If the claimer follows the protocol and

broadcasts the certification request, the LCA will reject the claim because the claimer’s

neighbors provide the correct location and prevail over the claimer. However, the claimer

may choose not to broadcast the certification request and only contact the LCA. If the

attacker has a good trust score, she will get away with a few false claims. The impact of

this attack is limited because the attacker trust score is decreased by a small decrement for

each such claim, and she will soon end up with a low trust score; consequently, all future

claims without verifiers will be rejected. Accepting a few false claims is a trade-off we

adopt in LINK in order to accept location claims from legitimate users that occasionally

may have no neighbors.
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An individual malicious verifier may slander a legitimate user who claims a correct

location. However, in general, the legitimate user has a higher trust score than the malicious

user. Moreover, the other (if any) neighbors of the legitimate user will support the claim.

The LCA will thus accept the claim.

Colluding Attack. A group of colluding attackers may try to verify each other’s

false locations using out-of-band channels to coordinate with each other. For example, one

attacker claims a false position and the other attackers in the group support the claim. LINK

deals with this attack by recording the history of verifiers for each claimer and gradually

decreasing the contribution of verifiers that repeatedly certify for the same claimer (see

Section 5.3.3). Even if this attack may be successful initially, repeated certifications from

the same group of colluding verifiers will eventually be ignored (as shown by our simulations

in Section 5.5).

Mafia Fraud. In this attack, colluding users try to slander honest claimers without

being detected, which may lead to denial-of-service. For example, a malicious node M1

overhears the legitimate claimer’s certification request and relays it to a remote collaborator

M2; M2 then re-broadcasts this certification request pretending to be the legitimate claimer.

This results in conflicting certification replies from honest neighbors of the legitimate

claimer and honest neighbors of M2 from a different location. This attack is prevented

in LINK because the LCA uses the list of verifiers reported by the legitimate claimer from

its Bluetooth scan. Therefore, LCA ignores the certification replies of the extra verifiers

who are not listed by the legitimate claimer. These extra verifiers are not punished by LCA,

as they are being exploited by the colluding malicious users. Furthermore, it is difficult for

colluding users to follow certain users in order to succeed in such an attack.
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Limitations and Future Work. The thresholds in the protocol are set based on our

expectations of normal user behavior. However, they can be modified or even adapted

dynamically in the future.

LINK was designed under the assumption that users are not alone very often when

sending the location authentication requests. As such, it can lead to significant false positive

rates for this type of scenario. Thus, LINK is best applicable to environments in which user

density is relatively high.

Terrorist fraud is another type of attack in which one attacker relays the certification

request to a colluding attacker at a different location, in order to falsely claim the presence

at that different location. For example, a malicious node M1 located at location L1 relays

its certification request for location L2 to collaborator M2 located at L2. M2 then broadcast

M1’s request to nearby verifiers. Verifiers certify this location request, and as a result the

LCA falsely believes that M1 is located at L2. This attack is less useful in practice and

is hard to mount, as it requires one of the malicious users to be located at the desired

location. From a philosophical perspective, attacker M1 has a physical presence at the

falsely claimed location through its collaborator M2, so this attack is arguably not a severe

violation of location authentication. The attack could be prevented by using distance

bounding protocols [112–114]. However, applying such protocols is non-trivial. Two major

issues are: (a) These protocols consider the verifiers as trusted where as LINK verifiers are

not trusted and (b) special hardware (i.e., radio) not available on current phones may be

needed to determine distances with high accuracy.

In addition, a group of colluding attackers may attempt a more sophisticated version

of the terrorist fraud attack, in which the malicious collaborators share their cryptographic

credentials to sign the false location claims for each other. In practice, this scenario is
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unlikely because a malicious user will be reluctant to share her credentials with another

malicious user [114].

We implicitly assume that all mobile devices have the same nominal wireless trans-

mission range. One can imagine ways to break this assumption, such as using non-standard

wireless interfaces that can listen or transmit at higher distances such as the BlueSniper

rifle from DEFCON ’04. In this way, a claimer may be able to convince verifiers that she is

indeed nearby, while being significantly farther away. Such attacks can also be prevented

similar to the above solution for terrorist fraud using distance bounding protocols [112–

114].

Location privacy could be an issue for verifiers. Potential solutions may include rate

limitations (e.g., number of verifications per hour or day), place limitations (e.g., do not

participate in verifications in certain places), or even turning LINK off when not needed for

claims. However, the tit-for-tat mechanism requires the verifiers to submit verifications in

order to be allowed to submit claims. To protect verifier privacy against other mobile users

in proximity, the verification messages could be encrypted as well.

5.5 Simulations

This section presents the evaluation of LINK using the ns-2 simulator. The two main goals

of the evaluation are: (1) Measuring the false negative rate (i.e., percentage of accepted

malicious claims) and false positive rate (i.e., percentage of denied truthful claims) under

various scenarios, and (2) Verifying whether LINK’s performance improves over time as

expected.
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Table 5.1 Simulation Setup for the LINK Protocol
Parameter Value
Simulation area 100m x 120m
Number of nodes 200
% of malicious users 1, 2, 5, 10, 15
Colluding user group size 4, 6, 8, 10, 12
Bluetooth transmission range 10m
Simulation time 210min
Node speed 2m/sec
Claim generation rate (uniform) 1/min, 1/2min, 1/4min, 1/8min
Trust score range 0.0 to 1.0
Initial user trust score 0.5
‘‘Good’’ user trust score threshold 0.3
Low trust score difference threshold 0.2
Trust score increment 0.1
Trust score decrement - common case 0.5
Trust score decrement - no neighbors 0.1

5.5.1 Simulation Setup

The simulation setup parameters are presented in Table 5.1. The average number of neigh-

bors per user considering these parameters is slightly higher than 5. Since we are interested

to measure LINK’s security performance, not its network overhead, we made the following

simplifying changes in the simulations. Bluetooth is emulated by WiFi with a transmission

range of 10m. This results in faster transmissions as it does not account for Bluetooth

discovery and connection establishment. However, the impact on security of this simplifi-

cation is limited due to the low walking speeds considered in these experiments. Section 5.7

will present experimental results on smart phone that quantify the effect of Bluetooth

discovery and Piconet formation. The second simplification is that the communication

between the LCA and the users does not have any delay; the same applies for the out-of

band communication between colluding users. Finally, a few packets can be lost due to

wireless contention because we did not employ reliable communication in our simulation.

However, given the low claim rate, their impact is minimal.
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To simulate users mobility, we used the Time-variant Community Mobility Model

(TVCM model) [115] which has the realistic mobility characteristics observed from wireless

LAN user traces. Specifically, TVCM selects frequently visited communities (areas that a

node visits frequently) and different time periods in which the node periodically re-appears

at the same location. We use the following values of TVCM model in our simulations: 5

communities, 3 periods, and randomly placed communities represented as squares having

the edge length 20m. The TVCM features help in providing a close approximation of

real-life mobility patterns compared to the often-used random waypoint mobility model

(RWP). Nevertheless, to collect additional results, we ran simulations using both TVCM

and RWP. For most experiments, we have seen similar results between the TVCM model

and the RWP model. Therefore, we omit the RWP results. There is one case, however, in

which the results for TVCM are worse than the results for RWP: it is the “always malicious

individual verifiers”, and this difference will be pointed out when we discuss this case.

5.5.2 Simulation Results

Always malicious individual claimers. In this set of experiments, a certain number of

non-colluding malicious users send only malicious claims; however, they verify correctly

for other claims.

If malicious claimers broadcast certification requests, the false negative rate is always

0. These claimers are punished and, because of low trust scores, they will not participate in

future verifications. For higher numbers of malicious claimers, the observed false positive

rate is very low (under 0.1%), but not 0. The reason is that a small number of good

users remain without neighbors for several claims and, consequently, their trust score is

decreased; similarly, their trust score trend may seem malicious. Thus, their truthful claims



70

Figure 5.2 False negative rate over time for individual malicious claimers with mixed
behavior. The claim generation rate is 1 per minute, 15% of the users are malicious, and
average speed is 1m/s.

are rejected if they have no neighbors. The users can overcome this rare issue if they are

made aware that the protocol works best when they have neighbors.

If malicious claimers do not broadcast certification requests, a few of their claims are

accepted initially because it appears that they have no neighbors. If a claimer continues

to send this type of claim, her trust score falls below the “good” user threshold and all

her future claims without verifiers are rejected. Thus, the false negative rate will become

almost 0 over time. The false positive rate remains very low in this case.

Sometimes malicious individual claimers. In this set of experiments, a malicious

user attempts to “game” the system by sending not only malicious claims but also truthful

claims to improve her trust score. We have evaluated two scenarios: (1) Malicious users

sending one truthful claim, followed by one false claim throughout the simulation, (2)

Malicious users sending one false claim for every four truthful claims. For the first 10

minutes of the simulation, they send only truthful claims to increase their trust score.

Furthermore, these users do not broadcast certification requests to avoid being proved

wrong by others.
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Figure 5.3 Trust score of malicious users with mixed behavior over time. The claim
generation rate is 1 per minute, 15% of the users are malicious, and average speed is 1m/s.
Error bars for 95% confidence intervals are plotted.

Figure 5.2 shows that LINK quickly detects these malicious users. Initially, the false

claims are accepted because the users claim to have no neighbors and have good trust

scores. After a few such claims are accepted, LINK detects the attacks based on the analysis

of the trust score trends and punishes the attackers.

Figure 5.3 illustrates how the average trust score of the malicious users varies over

time. For the first type of malicious users, the multiplicative decrease followed by an

additive increase cannot bring the score above the “good” user threshold; hence, their

claims are rejected even without the trust score trend analysis. However, for the second

type of malicious users, the average trust score is typically greater than the “good” user

threshold. Nevertheless, they are detected based on the trust score trend analysis. In these

simulations, the trust score range is between 0 and 1, i.e., additive increase of a trust score

is done until it reaches 1, then it is not incremented anymore. It stays at 1, until there is a

claim rejection or colluding verifier punishment.

Always malicious individual verifiers. The goal of this set of experiments is to

evaluate LINK’s performance when individual malicious verifiers try to slander good claim-
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Figure 5.4 False positive rate as a function of the percentage of malicious verifiers for
different node densities. The claim generation rate is 1 per minute and average speed is
1m/s. Error bars for 95% confidence intervals are plotted.

Figure 5.5 False positive rate as a function of the percentage of malicious verifiers for
different claim generation rates. The average speed is 1m/s. Error bars for 95% confidence
intervals are plotted.

ers. In these experiments, there are only good claimers, but a certain percentage of users

will always provide malicious verifications.

Figure 5.4 shows that LINK is best suited for city environments where user density

of at least 5 or higher can be easily found. We observe that for user density less than 4

LINK cannot afford more than 10% malicious verifiers, and for user density of 3 or less

LINK will see high false positive rates due to no verifiers or due to the malicious verifiers

around the claimer.

From Figure 5.5, we observe that LINK performs well even for a relatively high

number of malicious verifiers, with a false positive rate of at most 2%. The 2% rate happens
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Figure 5.6 False positive rate over time for different percentages of malicious verifiers.
The claim generation rate is 1 per minute and the average speed is 1m/s. Error bars for
95% confidence intervals are plotted.

when a claimer has just one or two neighbors and those neighbors are malicious. However,

a claimer can easily address this attack by re-sending a claim from a more populated area

to increase the number of verifiers.

Of course, as the number of malicious verifiers increases, LINK can be defeated.

Figure 5.6 shows that once the percentage of malicious users goes above 20%, the false

positive rate increases dramatically. This is because the trust score of the slandered users

decreases below the threshold and they cannot participate in verifications, which compounds

the effect of slandering. This is the only result for which we observed significant differences

between the TVCM model and the RWP model, with RWP leading to better results. This

difference is due to the fact that nodes in same community in TVCM move together more

frequently, which compounds the effect of slandering by malicious verifiers.

Colluding malicious claimers. This set of experiments evaluates the strongest attack

we considered against LINK. Groups of malicious users collude, using out-of-band com-

munication, to verify for each other. Furthermore, colluding users can form arbitrary

verification subgroups; in this way, their collusion is more difficult to detect. To achieve

high trust score for the colluding users, we consider that they submit truthful claims for the
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Figure 5.7 False negative rate over time for colluding users. Each curve is for a different
colluding group size. Only 50% of the colluding users participate in each verification, thus
maximizing their chances to remain undetected. The claim generation rate is 1 per minute
and the average speed is 1m/s. Error bars for 95% confidence intervals are plotted.

Figure 5.8 False negative rate over time when punishing and not punishing colluding
verifiers. The size of the colluding group is 12, and 50% of these users participate in
each verification. The claim generation rate is 1 per minute and the average speed is 1m/s.

first 30 minutes of the simulation. Then, they submit only malicious claims. As these are

colluding users, there are no honest verifiers involved in these simulations.

Figure 5.7 shows that LINK’s dynamic mechanism for collusion detection works well

for these group sizes (up to 6% of the total nodes collude with each other). After a short

period of high false negative rates, the rates decrease sharply and subsequently no false

claims are accepted.
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Figure 5.9 False positive rate over time when punishing and not punishing colluding
verifiers. All parameters are the same as in Figure 5.8.

In LINK, all colluding users are punished when they are found to be malicious (i.e.,

the claimer and the verifiers). This decision could result in a few “good” verifiers being

punished once in a while (e.g., family members). Figures 5.8 and 5.9 shows the false

negative and positive rates, respectively, when punishing and not punishing the verifiers

(i.e., the claimers are always punished). We observe that LINK takes a little more time to

catch the colluding users while not punishing verifiers; at the same time, a small increase

in the false positive rate is observed while punishing the verifiers. Since this increase in

the false positive rate is not significant, we prefer to punish the verifiers in order to detect

malicious claims sooner.

5.6 Implementation

The LINK prototype has been implemented and tested on Motorola Droid 2 smart phones

installed with Android OS 2.2. These phones have 512 MB RAM, 1 GHz processor,

Bluetooth 2.1, WiFi 802.11 b/g/n, 8 GB on board storage, and 8 GB microSD storage. Since

we did not have data plans on our phones, all experiments were performed by connecting

to the Internet over WiFi.
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Figure 5.10 Coupon application on Android phone.

The implementation consists of two main components: (1) an Android client side

package that provides applications with a simple API to perform location authentication

and allows users to start a background LINK verification process on the phones; (2) the

LCA server implemented in Java. The communication between applications and LBSs can

be done through any standard or custom API/protocol. To test LINK, we implemented, in

Java, a Coupon LBS and its associated application that runs on smart phones (illustrated in

Figure 5.10).

5.6.1 Client API

We present the client API in the context of the Coupon LBS and its corresponding application.

This service distributes location-based electronic discount coupons to people passing by a

shopping mall. To prevent users located farther away to receive these coupons, the service

has to authenticate their location.
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The corresponding application is implemented as an Android Application Project.

The user is provided with a simple ‘Request Coupon’ button as shown in Figure 5.10.

The application submits the current location of the user to LBS and waits for an answer.

Upon receiving the location authentication request from the LBS, the application invokes

the submit claim LINK API. An optimization done in the LINK package implementation

was to limit the Bluetooth discovery to 5.12s instead of the standard 10.24s. This improves

significantly the response time and saves energy on the phones (as shown in Section 5.7)

at the expense of rarely missing a neighboring phone. In [116], the authors show a single

inquirer can locate 99% of all scanning devices within transmission range in 5.12s.

The Bluetooth discovery’s call back function returns the list of discovered Bluetooth

devices. This list may contain devices that do not belong to phones running LINK. Trying

to establish Bluetooth connections with these devices will lead to useless consumption of

resources and extra-delays. Therefore, when submit claim function contacts the LCA, it

submits not only the location to be authenticated, but also the list of discovered Bluetooth

devices. LCA answers with the assigned transaction ID for this claim and also provides the

list of registered LINK-enabled devices. LINK on the phone will now establish a Bluetooth

connection with each of these devices, sequentially, to send the claim certification request

for the given transaction ID. Finally, the submit claim function waits for the LCA answer,

which is then returned to the application. If the response is positive, the application

invokes another function to receive the coupon from the LBS; the LBS is informed of

the authentication decision by the LCA directly.

For the verifier’s side, which is not invoked from applications, the user has to start a

LINK server that makes the Bluetooth listener active (i.e., puts Bluetooth in discoverable

mode). This mode allows any claimer to find the phone in order to request the certification
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reply for their location claim. When a verifier’s Bluetooth listener receives the certification

request from a claimer, it invokes the submit verification API. This function reads the

claimer’s message, generates the verification message, and sends it to the LCA. All the

messages are signed using ‘SHA1withRSA’ algorithm from the ‘java.security.Signature’

package (1024 bits key size).

5.6.2 LCA Server

LCA is a multi-threaded server that maintains the claim transaction’s hashmap, list of all

user’s details (ID, Bluetooth device address, RSA Public key, Trust score etc.), and all

users weight matrices used in the decision process. One of the important implementation

decisions is how long should a thread that received a claim wait for verifications to arrive. 1

This is necessary because some verifier phones may be turned off during the verification

process, go out of the Bluetooth transmission range before the connection with the claimer

is made, or even act maliciously and refuse to answer. This last example could lead to

a denial of service attack on the LCA. Thus, the LCA cannot wait (potentially forever)

until all expected verification messages arrive. It needs a timeout after which it makes the

decision based on the verification received up to that moment.

We considered a waiting function linear in the number of verifiers. The linear increase

is due to the sequential establishment of Bluetooth connections between the claimer and

verifiers (i.e., they cannot be done in parallel). Since such a connection takes about 1.2s,

we defined the waiting time w = number of verifiers * 2s, where 2s is an upper bound

for the connection latency. However, this fixed waiting time could lead to long delays in

situations when there are many verifiers and one or two do not answer at all. Therefore,

1the LCA knows the number of verifiers from the submitted claim message.
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we decided to adapt (i.e., reduce) this waiting time as function of the number of received

verifications. Upon each received verification, w = w * 4/5. The value of the reduction

factor can be further tuned, but so far it worked well in our experiments.

Once all the verification replies are received or the timeout expires, the LCA processes

the claim through the decision process algorithm. Finally, the LCA informs the claimer and

the LBS about its decision.

5.7 Experimental Evaluation

The main goals of these experiments are to understand the performance of LINK in terms of

end-to-end response latency and power consumption when varying the number of claimers

and verifiers. Additionally, we ran micro-benchmarks to understand the cost of individual

tasks in LINK.

We used six Motorola Droid 2 smart phones for running the experiments [117]. The

LCA and LBS server programs are deployed on Windows-based DELL Latitude D820

laptops, having Intel Core 2 CPU at 2.16GHz and 3.25GB RAM. Before starting the

Coupon application, the smart phones’ WiFi interfaces are switched on. Additionally, the

background LINK processes which listen for incoming certification requests are started on

each phone.

5.7.1 Measurements Methodology

For latency, the roundtrip time of the entire LINK protocol (LINK RTT) is measured in

seconds at the claimer mobile’s coupon application program. For battery consumption,

PowerTutor [118] available in the Android market is used to collect power readings every

second. The log files generated by PowerTutor are parsed to extract the CPU and WiFi
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Table 5.2 Latency Table for Individual LINK Tasks
Task Total time taken (s)
WiFi communication RTT 0.350
Bluetooth discovery 5.000
Bluetooth connection 1.200
Signing message 0.020
Verifying message 0.006

Table 5.3 Energy Consumption for Individual LINK Tasks
Task Energy Consumed

(Joules)
WiFi communication RTT 0.100
Bluetooth discovery 5.428
Bluetooth connection (Claimer side) 0.320
Bluetooth connection (Verifier side) 0.017
Signing message 0.010
Verifying message 0.004

power usage for our application’s process ID. Separate tests are performed to benchmark

the Bluetooth tasks as PowerTutor does not provide the Bluetooth radio power usage in its

logs. All values are measured by taking the average for 50 claims for each test case.

5.7.2 Micro-Benchmark Results

In these experiments, we used just two phones, one claimer and one verifier. Table 5.2

show the latency breakdown for each individual task in LINK. Bluetooth Discovery and

Bluetooth connection are the tasks which took the major part of the response time. Note

that we limited Bluetooth discovery to 5.12s, as explained in Section 5.6, to reduce the

latency. From these results, we estimate that LINK latency will be around 7s for one

verifier; the latency increases linearly with the number of verifiers because the Bluetooth

connections are established sequentially.

Table 5.3 shows the energy consumption breakdown for each task in LINK. The

results show Bluetooth discovery consumes the most energy, while the Bluetooth connec-
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Figure 5.11 LINK RTT and total energy consumed by claimer per claim function of the
number of verifiers.

tion’s energy consumption will add up with the increase in the number of verifiers per

claim.

5.7.3 End-to-End Performance Results

One claimer and different number of verifiers We performed this set of experiments

to see whether the estimation of latency and energy consumption based on the micro-

benchmark results is correct. In these experiments we measured the LINK RTT and the

total energy consumption at the claimer, while varying the number of verifiers. The results

in Figure 5.11 demonstrate that in terms of latency the estimations are highly accurate.

In terms of power, we observe a linear increase in the difference between the estimations

and the measured values. The difference becomes significant (>25%) for 5 verifiers. This

difference could be explained by the extra-energy spent by Bluetooth to create and maintain

Piconets with higher number of slaves.
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The relevance of these results comes in the context of the two main questions we aim

to answer: (1) Can LINK work well in the presence of mobility?, and (2) Can LINK run

on the phones without quickly exhausting the battery?

If both the claimer and verifiers move at regular walking speed (1.2m/s), then LINK

RTT should be less than 8s to have any chance to establish Bluetooth connections before

users move out of each other’s transmission range (i.e., Bluetooth range is 10m). This

bound is the worst case scenario, and LINK could barely provide a response with just one

verifier. Of course, LINK would perform better if not all users move or move in the same

direction. A simple solution to avoid this worst case scenario is to make the claimer aware

that she should not walk while submitting claims. This is a reasonable requirement because

the claimer needs to interact with the phone to access the LBS anyway. In such a case, the

bound on RTT doubles to 16s, and LINK will be able to establish connections with all

verifiers (as shown in Figure 5.11). Note that a Piconet is limited to 7 slaves, which limits

the maximum RTT. Finally, let us recall that LINK is robust to situations when verifiers run

out of the transmission range before the Bluetooth connection is established.

To understand LINK’s feasibility from an energy point of view (i.e., to answer the

second question posted above), we performed an analysis to see how many claims and

verifications can a smart phone execute before it runs out of battery power. The total

capacity of the Motorola Droid 2 battery is: 18.5KJ. Since LINK requires WiFi and Bluetooth

to be on, we first measured the effect of these wireless interfaces on the phone lifetime.

Table 5.4 shows the results for different interface states (without running any applications).

We observe that even when both are on all the time, the lifetime is still over 2 days, which

is acceptable (most users re-charge their phones at night). The lifetime is even better in
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Table 5.4 Battery Life for Different WiFi and Bluetooth Radio States
Bluetooth and WiFi off Bluetooth off and WiFi on Bluetooth and WiFi on

Battery life 10Days 16Hrs 3Days 15Hrs 2Days 11Hrs

reality because Android puts WiFi to sleep when there is no process running that uses WiFi

(in our experiments, we forced it to be on all the time).

Next, using this result, we estimate how many claims and verifications can a LINK

do with the remaining phone energy:

Number of claims a phone can do until battery is exhausted = 2,701 Claims

Number of verifications a phone can do until battery is exhausted = 20,458

Verifications

These numbers demonstrate that a fully charged phone is capable of running LINK

in real life with minimal impact on the overall battery consumption.

LINK is designed to work for cellular (over 3G) as well, which uses less battery

power compared to WiFi [119]. In our experiments, we used WiFi because the phones did

not have cellular service plans. In general, LINK will consume even less energy over the

cellular network, but its RTT will increase because 3G has typically higher latency than

WiFi.

Simultaneous nearby claimers The goal in this set of experiments is to evaluate how

much the RTT and the energy consumption increase when phones act simultaneously as

both claimer and verifier. We used three phones which are in the Bluetooth transmission

range of each other while sending concurrent claims. For each claim, the other two phones

act as verifiers.
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Table 5.5 Average RTT and Energy Consumption per Claim for Multi-claimer Case vs.
Single Claimer Case

Average RTT (s) Energy consumed (Joules)
Multi-Claimer case 15.31 9.25
Single-Claimer case 8.60 7.04

When multiple phones send claims simultaneously, hence perform Bluetooth discovery

at the same time, we notice many situations when only one or even no verifier was discovered.

In total, only in 35% of the verifiers were discovered for all tests. This behavior is mostly

due to the well- known Bluetooth inquiry clash problem [120]. An additional problem is

the shortened discovery period (5.12s instead of 10.24s). While simultaneous claims in

the same transmission range are expected to be rare in practice, we decided to provide a

solution for this problem nevertheless.

Since LCA is aware of all the devices and their claims, it can successfully predict

and prevent the Bluetooth inquiry clash by instructing the claimers on when to start their

Bluetooth discovery. Practically, a claimer is delayed (for 3s in our experiments) if another

one just started a Bluetooth discovery. The delay setting can be determined more dynamically

by LCA at runtime depending on factors such as the number of simultaneous claimers and

the number of surrounding verifiers in the region. Furthermore, claimers are allowed to

perform complete Bluetooth inquiry scans (10.24s).

Table 5.5 compares the RTT and energy consumption measured when simultaneous

claims are performed by three phones with the values measured for the case with one

single claimer and two verifiers. With the new settings, the claimers were able to discover

all verifiers. However, as expected, this robustness comes at the cost of higher latency

(the energy consumption also increases, but not as much as the latency). The good news

is that we expect all three claimers to be static according to the guidelines for LINK
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claimers. Therefore, the increased latency should not impact the successful completion

of the protocol.

5.8 Chapter Summary

This chapter presented LINK, a protocol for location authentication based on certification

among mobile users. LINK can be successfully employed to provide location authentication

for third-party location-based services without requiring cooperation from the network/

localization infrastructure. The simulation results demonstrated that several types of attacks,

including strong collusion-based attacks, can be quickly detected while maintaining a very

low rate of false positives.

LINK was implemented on Android-based smart phones. Experimental results demo-

nstrated that LINK is feasible in real-life situations. It is fast enough for static claimers

to successfully authenticate their location despite the potential mobility of the verifiers.

Additionally, its energy consumption does not have a significant impact on the phone’s

battery life even for relatively high usage.



CHAPTER 6

A GAME-BASED INCENTIVE MECHANISM FOR MOBILE SENSING

In the previous chapters, we discussed our progress in achieving data reliability in mobile

sensing. In this chapter, we argue that we also need sufficient user participation to achieve

good quality sensed data for mobile sensing applications. In this work, we propose a

cost-effective way to incentivize users to participate in a mobile crowd sensing system

to densely cover a large targeted area uniformly with automatic sensing using gamification

techniques instead of monetary incentives. We designed and implemented a first person

shooter sensing game, “Alien vs. Mobile User”, which employs techniques to attract users

to unpopular regions. The results from the user study [121] shows that mobile gaming can

be a successful alternative to micro-payments for fast and efficient area coverage in crowd

sensing.

The remainder of the chapter is organized as follows. Section 6.1 presents the proposed

game model. Section 6.2 describes the game design and implementation. Section 6.3

presents three alien movement strategies to cover the area. The simulation results are

discussed in Section 6.4. Section 6.5 presents the results of our user study. In Section 6.6

we discuss the general design principles for sensing games. Finally, the chapter concludes

in Section 6.7.

6.1 Motivation and Main Idea

Many of the proposed mobile crowd sensing systems provide monetary incentives to the

smart phone users for sensing the data. Instead of monetary incentives, we would like

86
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to provide social incentives for participation through gamification techniques. There is a

significant literature on using gamification techniques in crowdsourcing, however there is

very little in terms of applying gamification techniques in mobile sensing. But, specially in

mobile crowd sensing platform there are no architectures or known research proposed yet

on incentivizing the participants by utilizing the mobile games.

For instance, mapping an area with required sensor data is a tedious effort when

performed manually and when we resort to the mobile crowd sensing system, it is possible

to get a lot of data for some highly populated regions of the area, but it is difficult to

cover all the regions. The users may require lots of money to go out of their way and

cover the unpopular regions. Therefore, we propose to automatically collect mobile crowd

sensing data by incentivizing smart phone users to play sensing games that provides game

incentives to uniformly cover all the regions of an area. In addition, the mobile game

environments can be improved using sensed data which give interesting real-world gaming

experience to user while playing the game. To the best of our knowledge we are the

first to propose the sensing games in the mobile crowd sensing platform. Even though

game development initially involves a relatively significant one-time cost, choosing mobile

gaming over micro-payments is expected to be the economical option in large scale crowd

sensing as illustrated in Figure 6.1.

6.2 Alien vs. Mobile User Game

The game is a first person shooter game played by mobile users on their smart phones

while moving in the physical environment. Since the goal of the game is to uniformly

cover a large area with high density sensing data, it is essential to link the game story to



88

C
o

st

Time

mobile gaming  
better

Mobile Game Cost
Micro-Payments Cost

micro-payments  
better

Figure 6.1 Cost comparison between crowd sensing enabled by mobile gaming and crowd
sensing enabled by micro-payments.

the physical environment. Broadly speaking, in our game, the players must find aliens

throughout an area (e.g., our campus) and destroy them. In the process, players collect

sensing data as they move through the area. Although the game could collect any type of

sensing data available on the phones, our implementation automatically collects WiFi data

(BSSID, SSID, Frequency, Signal strength) to build a WiFi coverage map of the targeted

area. The motivation to play the sensing game is twofold: 1) The game provides an

exciting real-world gaming experience to the players, and 2) The players can learn useful

information about the environment such as the WiFi coverage map which lists the locations

having best WiFi signal strength near the player’s location.

The game contains the following entities/characters:

• CGS: The Central Game Server (CGS) controls the sensing game environment on
the mobile devices and maintains the players profiles and the sensing data collected
from the sensing game.

• Player: Users who play the sensing game on their mobile devices. The players are
rewarded with points for shooting and/or destroying the aliens. All players can see
the current overall player ranking.

• Alien: A negative role character that needs to be found and destroyed by the game
players. Aliens are controlled by CGS according to the sensing coverage strategy.
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6.2.1 Design

Game story: All the aliens in the game are hiding at different locations across the targeted

area. Players can see the aliens on their screens only when they are close to the alien

positions. This is done in order to encourage the players to walk around the area to discover

aliens; in the process, we collect sensing data. At the same time, this makes the game

more unpredictable and potentially interesting. When running on the phones, the game

periodically scans for nearby aliens and alerts the players when aliens are detected; the

player locates the alien on the game screen and starts shooting at the alien using the game

buttons. When an alien gets hit, there are two possible outcomes: if this is the first or second

time the alien is shot, then the alien escapes to a new location to hide from the player. To

completely destroy the alien, the player has to find and shoot the alien three times, while

hints of the aliens location are provided after it was shot once. In this way, the players are

provided with an incentive to cover more locations. The aliens hiding in the targeted area

are common to all the players. Thus, different players can detect and shoot the same alien

at different times as long as the alien was not destroyed.

The sensing side of the game: Sensing data is collected periodically when the game

is on. Since this collects location traces, the players will be made aware of this potential

privacy risk when they install the game. Nevertheless, the goal is to build games that are

attractive enough to convince players to trade-off privacy for fun. The placement of aliens

on the map will ultimately ensure full sensing coverage of the area. The challenge, thus,

is how to place/move the aliens to ensure fast coverage while at the same time maintain

a high player interest in the game. The CGS moves aliens on the game map to desired

locations (i.e., uncovered regions) using one of the alien movement algorithms proposed in

Section 6.3.
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In the initial phases of sensing, CGS moves the alien to a location which is not yet

covered, but later on it moves the alien intelligently from one location to another location

by considering a variety of factors (e.g., less visited regions, regions close to pedestrian

routes, or regions where the client who needs the data requires high sensing accuracy).

CGS helps the player who shoots an alien by providing game hints such as revealing the

direction in which the alien has escaped. Generally, the alien will escape to farther away

regions and the player might be reluctant to follow despite the hints provided by CGS. To

increase the chances that users follow the alien, we provide more points for shooting the

alien for a second time, and even more for the third shot (which destroys the alien).

The bullets in the game are placed around the players and maintained individually

for each players view of the game. CGS decides the number of bullets placed around each

player based on three main factors: the number of bullets collected so far by the player,

the total play time of the player, and the game level of the player. The count of the bullets

increases linearly with the increase in total number of collected bullets by the player; this

is also a function of the game level. The intuition behind adding the bullets in this fashion

is that more active players should be given more bullets when they advance at the next

level as an award that will keep them motivated to continue playing. But, placing too many

bullets around the players could make the game less interesting. Therefore, CGS limits

bullet count to a certain threshold.

Game difficulty and achievements: We designed the game with difficulty levels based

on the aliens killed, the bullets collected from around the player’s location, and the total

score of the player. In this way, the players have extra-incentives to cover more ground.

The player has to track and kill a minimum number of aliens required to unlock specific

achievements and to enter the next levels in the game. We leverage the achievements
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APIs provided in Android platform as part of Google Play Game Services which allow

the players to unlock and display achievements as shown in Figure 6.2 (right). The players

can check their game progress and the current unlocked achievements through the game

menu.

Indoor localization: This is necessary in order to cover the building floors. By

default, Android uses WiFi triangulation in conjunction with GPS to estimate the location

of the player in the (X, Y) plane while indoors. The error of this estimation is reasonable for

our purpose. We leverage the barometric pressure sensor available in most Android phones

to determine the Z coordinate, specifically the building floor. For accurate estimation of

floor levels, we initially measured the altitude at ground level near each campus building.

For the phones without barometric pressure sensor, we perform indoor localization based

on the fingerprinting done by other players who visited the same area and whose phones

have barometric pressure sensors. Specifically, these players have recorded the mappings

between the estimated location and the strengths of the WiFi signals measured at that

location. Thus, the players will be helped to hunt down aliens indoors by the sensing

data they collect (i.e., WiFi signals).

6.2.2 Prototype Implementation

A prototype of the game has been implemented in Android and is compatible with smart

phones having Android OS 2.2 or higher. When the player opens the game on her smart

phone, the map of the player’s current location is displayed on the game screen. An alien

appears on the map when the player is close to the alien’s location, as shown in Figure 6.2

(left). The player can target the alien and shoot it using the smart phone’s touch screen.
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Figure 6.2 Alien vs. Mobile User app: finding the alien (left); alien trail (middle);
achievements (right).

When the alien escapes to a new location, its “blood trail” on the map leading to its

new location is provided to the player as a hint to track it down (as shown in Figure 6.2

(middle)). The server side of the game is implemented in Java using the Model View

Controller framework and is deployed on the Glassfish Application Server.

6.3 Alien Movement Strategies

In this section, we propose three strategies for placing and moving the aliens in order to

cover the targeted area efficiently.

6.3.1 Assumptions and Definitions

The target area that needs to be covered is divided into small square cells (in our user study

we consider the cell size 10m x 10m). Inside buildings, the target area includes both the

ground floor as well as the upper floors. Each alien can be used to cover K squares before
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Figure 6.3 Localized Movement strategy: Example of CGS moving the alien A1 locally
in the assigned highlighted region when A1 is shot by the player. As part of the greedy
process, CGS moves the healthy alien A2 from an unpopular region to a popular region.

it is destroyed (in our game, aliens are destroyed after being shot 3 times, so K = 3).

We assume there cannot be more than one alien in one square at any moment. Hence, the

minimum number of aliens required to cover the area is TotalNumberOfSquares/K.

Clients/applications may need more than one reading per square due to reliability

issues. Thus, the game has a parameter that indicates how many times each square must be

covered by sensor readings.

In this section, we use the following terms:

• Square: The square is the smallest unit of coverage. Aliens and players move to
squares.

• Available Square: A square for which the number of collected data points is lower
than the desired number of data points.

• Region: A larger portion of the targeted area which contains K squares.

• Popular Region: A region where a substantial number of data points have been
collected, but the number of data points required by the client has not been reached.

• Unpopular Region: A region where no data point has been collected.

• Healthy Alien: An alien that was never shot in the game.
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Figure 6.4 Random Movement strategy: Example of CGS swapping alien A1 (which is
shot) with healthy alien A2 from the unpopular region.

6.3.2 Localized Movement Strategy

In this strategy, every alien is assigned to a single region, and it moves only in that region

when shot by the player as shown in Figure 6.3 for alien A1. This strategy does not require

the players to move much to hunt down the aliens, and thus, it could be successful.

CGS maintains statistics about popular and unpopular regions based on the data

collected from players. Thus, CGS is able to adapt to the collected information and execute

a greedy process which periodically moves the healthy aliens from unpopular regions to

popular regions as shown in Figure 6.3 for alien A2. When the player shoots this healthy

alien, CGS moves the alien back to its originally assigned region. A “blood trail hint is

provided to the player to indicate the location where the alien has escaped. This process

places the aliens at highly popular regions to increase the probability of being found by the

player and helps in luring the players to unpopular regions.

Issue: The main concern with this strategy is that the aliens are restricted to one

region, and thus, the players may eventually predict aliens’ locations. Therefore, the

Localized Strategy may lead to a simple game plan and may become boring for the players,

ultimately leading to a decrease in the number of players.
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6.3.3 Random Movement Strategy

In this strategy, the aliens are not restricted to a region and they can be placed in any

square randomly by CGS. Thus, the strategy addresses the issue of easily predicting the

alien’s location. Basically, CGS swaps the alien which is shot in the game with a healthy

alien from an unpopular region chosen randomly as shown in Figure 6.4. A1 is moved to

a square in an unpopular region, chosen randomly from all the unpopular regions at that

time. A2 is moved to an available square near to the location where A1 was shot. When

there are no available unpopular regions to choose (i.e., regions with no coverage), CGS

chooses the square from the regions with the minimum coverage.

The purpose of the alien swap is totake advantage of the popularregions from the

starting phases of the game deployment,instead of waiting for a long period to adapt to

the collecteddata (i.e., identify the top few popular regions) as performed in the Localized

Movement strategy. Hence, the shot alien is moved from the popular region to an unpopular

one to lure the player there. At the same time, we bring the alien from the unpopular region

to an uncovered square of the popular region where there is a higher chance for players

to encounter it. In the Random Movement strategy, new aliens are added at random time

intervals.

Issues: Even though randomness helps CGS to place the aliens at unpredictable

squares, CGS may end up placing the aliens too far from the player’s current location.

If this situation happens in the early phases of the game deployment, then players may lose

interest in tracking the alien. The players might be more interested to track the aliens if the

aliens are closer to their current region, though at a square that is not easy to predict. This

should be done at least until CGS achieves a good game adoption rate.
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Figure 6.5 Progressive Movement strategy: Example of CGS moving the alien to the
closest unpopular region.

6.3.4 Progressive Movement Strategy

In this strategy, the aliens are moved to the nearest unpopular regions when they are shot by

the player. This addresses the issue of randomly placing the alien too far from the player’s

location. Basically, CGS swaps the alien which is shot in the game with the closest healthy

alien from the unpopular region as shown in Figure 6.5. In the figure, when A1 is shot

the first time, CGS chooses the closest available square from all the unpopular regions,

which is A2’s square. A2 is then moved to the next available square near the A1’s location

as shown in Figure 6.5(a). A similar swap happens between A1 and A3 when A1 is shot

again. A1 is finally destroyed when it is shot for a third time. Steadily, CGS covers the

targeted area in a progressive fashion by starting from the popular regions as main centers

and slowly expanding the coverage toward the unpopular regions.

CGS chooses a square from the closest unpopular region at that time. When there

are no available unpopular regions, CGS chooses the square from the regions with the
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minimum coverage. When all the regions with same number of available squares are at

same distance from the alien’s location, CGS selects the square with the “healthiest” alien

(i.e., never shot or shot the fewest times).

The purpose of this swap process is two-fold: 1) CGS pulls the players into unpopular

regions to cover the targeted area efficiently, and 2) the game is made challenging because

the players cannot predict the alien’s moves without knowing the overall game details such

as health status of all the aliens and the coverage status of all the squares. This process

avoids the issues present in the other two strategies. Since our results show that this strategy

works best, we present its detailed operation in Algorithm 5.

6.3.5 Number of Aliens in the Game

In our game, it is essential to set the number of aliens in such a way as to achieve a good

balance between efficient coverage and maintaining player interest in the game. Empirically,

our goal is to allow players to encounter aliens every so often, while not being able to

predict the alien’s movement. The number of aliens depends on the number of squares,

the number of players, and the stage of the game (e.g., in early stages most regions are not

covered, and in late stages most regions are covered).

For each strategy, CGS adds new aliens every few minutes near the players’ locations

depending on the game status to keep them interested in tracking the aliens. For each

player, CGS allocates GS aliens for every TGS minutes time period, where TGS = 2 ×

NumOfGameStages × T . NumOfGameStages is a parameter that counts how many

times each square must be covered. This is important for clients/applications that do not

want to rely on only one reading per square due to reliability reasons. Thus, our game
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Algorithm 5 Progressive Movement Strategy Pseudo-Code
Notation:
A1: The alien that needs to be moved to another location by CGS.
A2: The other alien in the game to whose location the A1 is moved by
CGS.
currentSquare: The square where A1 is shot by the player.
chosenSquare: The square to which A1 is moved by CGS.
unPopularRegionsList: The list of unpopular regions.
mostUnpopularRegion: The region with highest number of uncovered
squares.
getCurrentSquare(): Get the current square details of the alien.
getAlien(): Get the alien from the square if any alien is at that
square.
getNearestAvailableSquare(currentSquare): Get the available square
closest to the currentSquare.
updateCurrentSquare(chosenSquare): Update the currentSquare of the
alien with the chosenSquare.
updateCoveredSquare(currentSquare): Set the coverage indicator for the
currentSquare.
getNearestSquare(mostUnpopularRegion,currentSquare): Get the square
details for the square in the most unpopular region which is closest to
the currentSquare.
getRegionsWithMostAvailableSquares(sqCount): Get the list of unpopular
regions having available squares of count sqCount.
sortByDistanceAscend(unPopularRegionsList, currentSquare): Sort
the unPopularRegionsList by the distance between each region to the
currentSquare in ascending order.
getRegionWithHealthiestAlien(): Get the region which contains the
healthiest alien.

moveAlien(A1):

1: currentSquare = A1.getCurrentSquare()
2: chosenSquare = chooseSquareFromUnpopularRegions(currentSquare)
3: if chosenSquare == NULL then
4: The targeted area is fully covered and the game is complete
5: else
6: A2 = chosenSquare.getAlien()
7: A1.updateCurrentSquare(chosenSquare)
8: if A2 6= NULL then
9: A2.updateCurrentSquare(getNearestAvailableSquare(currentSquare))

10: updateCoveredSquare(currentSquare)

chooseSquareFromUnpopularRegions(currentSquare):

1: mostUnpopularRegion=getNearestRegion(getMostUnpopularRegionsList(), currentSquare)
2: chosenSquare = getNearestSquare(mostUnpopularRegion,currentSquare)
3: return chosenSquare

getMostUnpopularRegionsList():

1: regionSize = 3 //constant
2: for sqCount = regionSize to 1 do
3: unPopularRegionsList=getRegionsWithMostAvailableSquares(sqCount)
4: if unPopularRegionsList 6= NULL then
5: break
6: return unPopularRegionsList

getNearestRegion(unPopularRegionsList, currentSquare):

1: unPopularRegionsList=sortByDistanceAscend(unPopularRegionsList, currentSquare)
2: if multiple regions have the same distance then
3: mostUnpopularRegion = getRegionWithHealthiestAlien()
4: else
5: mostUnpopularRegion = unPopularRegionsList[0]
6: return mostUnpopularRegion
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allows multiple readings for each square. However, the game works in stages: it first

attempts to cover each square once, then to cover each square twice, and so on. T is the

time period after which CGS attempts to add a new alien. This formula allows CGS to

add more aliens in the final stages of the game to pull the players into the most unpopular

regions.

CGS adds a new alien at the player’s location only if the player satisfies either of

the following conditions. First, the player has not found the alien in the last T minutes.

Second, the player tracked and killed the alien in last T minutes. The intuition behind

these conditions is that in both scenarios the player is interested in tracking the alien. CGS

adds the new alien only if the player has moved from her last location in T minutes. In case

the player has found the alien in the last T minutes and ignored it, CGS alerts the player

about the last found alien instead of adding a new alien again after T minutes.

6.4 Simulations

This section presents the evaluation of the alien movement strategies, which have a major

impact on the efficiency of the area coverage. The three main goals of the evaluation are:

(1) Compare the coverage latency for the three strategies, (2) Measure the coverage effort

as experienced by players, and (3) Compare the area coverage over time for the strategies.

We use the NS2 simulator for the experiments.

6.4.1 Entropy of the Area Coverage

The goal of the game is to cover the targeted area as fast as possible and with the least

possible effort from the players. In order to measure the player effort, we propose to look at

the “system utilization”: a perfect utilization requires that each square be covered uniformly
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with the minimum number of sensing readings required by the client who will use the data.

In this case, the entire effort of the players is utilized. Any additional readings will lead to

wasted player effort. Therefore, we need a metric to capture this idea.

The entropy of the area coverage presented in Equation 6.1 can be used to observe

the overall system utilization. The greater the entropy value, the more uniformly the area

is covered, and thus the player effort is not wasted.

H = −
N∑
i=1

vi
V

log(
vi
V
) (6.1)

Where vi is the number of visits by the players in square i; V is the total number of

visits by the players of all visited squares (V =
∑
vi); and N is the total number of squares

in the targeted area. The equation is similar to the deployment entropy calculated in [122],

where a swarm of micro air vehicles are deployed to maximize the area coverage.

In the game context, the entropy is the measure of uniformity with which the players

visit the squares in the targeted area. Once the game completes and the area is fully covered,

the entropy of the area coverage quantifies the completeness and uniformity with which the

players covered the area.

6.4.2 Simulation Setup

The simulation is setup in a 500m X 500m area with 12 players moving at 2m/sec. The

simulation area is divided into 2500 squares of size 10m x 10m. We used the following

settings for the parameters defined in Section 6.3: NumOfGameStages=5 (each square

must be covered at least 5 times), T=3, and GS={5..9} for game stages 1 to 5, respectively.



101

Table 6.1 Player Types

Player Type Player Type Description
PT1 Active player who always tracks the alien
PT2 Tracks the alien if it is in 50 meters range or if she can

deliver the third shot that destroys the alien
PT3 Tracks the alien only if it is in 50 meters range.
PT4 Player never tracks the alien; shoots the alien only

when found in her travel path.

Table 6.2 Number of Players from each Player Type Assigned to the Three Behaviors/
scenarios

BH1 BH2 BH3
PT1 0 3 6

PT2 2 3 4

PT3 4 3 2

PT4 6 3 0

Sensing is performed once per second by each player. The players get 100, 200 and 300

points, respectively, for the three shots needed to destroy the alien.

Although player behavior is very difficult to predict, we define four player types

as shown in Table 6.1. These player types are allocated to three simulation scenarios as

defined in Table 6.2: Behavior 1 (BH1) in which less active players are in majority, 2)

Behavior 2 (BH2) in which the player types are balanced, and 3) Behavior 3 (BH3) in

which highly active players are in majority.

6.4.3 Simulation Results

Area Coverage Latency. Figure 6.6 shows the coverage latency of the three strategies for

the three simulation scenarios (BH1, BH2, BH3). The best coverage latency is achieved

by the Progressive Movement strategy in all scenarios. This is one good reason to pick this
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Figure 6.6 The area coverage latency of
the three alien movement strategies.
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Figure 6.7 Entropy of the area coverage
for the three alien movement strategies.

strategy in future deployments of the game. In addition, this strategy also has techniques to

keep the players interested by making the alien movement unpredictable.

The Random Movement strategy performs the worst in BH1 and BH2. In BH1,

there are no active players to play the game which is the reason it takes more time to

cover the targeted area. But with the increase in the number of active players, this strategy

improves until it overcomes the Localized Movement strategy in BH3. In the Progressive

and Localized strategies, good results are achieved even for BH1 because these strategies

move the alien closer to the player who shot it and the PT2 type players track the alien in

50 meters range.

In BH3 scenario, surprisingly, the Localized and Progressive strategies take longer to

complete than in the other two scenarios. The reason is that the active players are following

similar paths to the unpopular regions. Thus, the rate of new squares covered is slower in

BH3 compared to BH2.

Area Coverage Entropy. Figure 6.7 shows the entropy values calculated at the end

of the simulation for the three strategies. As expected, the Random strategy performs best

as it achieves the most uniform coverage. In the Localized and Progressive strategies, the

increase in active players leads to a decrease in entropy as the active players cover the
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Figure 6.8 The entropy and latency over time for the three alien movement strategies in
BH3 scenario.

squares faster than in the Random strategy (in BH2 and BH3). Thus, the overall coverage

is not uniform which results in lower entropy. When the number of active players is low,

the entropy is similar for the three strategies.

When comparing the Progressive and the Random strategies for BH3, we see that it is

difficult to conclude which one is better: Progressive leads to lower latency, while Random

leads to higher entropy. However, Progressive is clearly better for the other two scenarios

as it achieves lower latency and comparable entropy.

Area Coverage over Time. Figure 6.8 shows the entropy and latency over time for

the three strategies in the BH3 scenario, which we observed to be the most complex in

terms of selecting the best strategy. The results show that the goal of covering each square

at least NumOfGameStages times (set to 5 in these simulations) is achieved in less time

by the Progressive strategy compared to the other two strategies. Thus, we conclude that

this strategy is the best overall and use it in our prototype implementation.
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Figure 6.9 Area coverage over time: crowd sensing with mobile gaming vs. crowd sensing
with micro-payments for the first four weeks of the studies.

6.5 User Study Evaluation

We ran a user study (performed with our institution’s IRB approval) for 35 days, in which

students use their Android devices to play our game [123] and collect WiFi data both

outdoors and indoors throughout the campus of our institution. The campus area is divided

into small squares of size 10m X 10m. The game is available in the Google Play Store. A

total of 53 players registered, then installed and continued playing the game.

The main goals of this user study are: (1) compare the area coverage efficiency

between crowd sensing enabled by mobile games and crowd sensing enabled by micro-

payments, (2) determine the effectiveness and performance of mobile gaming as an incentive

for crowd sensing, and (3) quantify the players’ engagement in the mobile game, which

helps to further improve the game.

Area coverage: mobile gaming vs. micro-payments. Figure 6.9 shows the mobile

gaming approach performs substantially better than the micro-payments approach. We

observe that players get highly engaged in the game from the first days, which leads to

high coverage quickly (50% of the target area is covered in less than 3 days). This happens

despite the fact that players have registered with the game over time during the study, while

in McSense, all the users have registered with the system before the study started. The
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Figure 6.10 Coverage of the University campus in the first four weeks of the studies: 46%
crowd sensing with micro-payments (left) vs. 87% crowd sensing with mobile gaming
(right). A number of areas have been removed from the map as they are not accessible to
students.

coverage progress slows down after the initial phase due to several reasons. First, in order

to make the comparison fair with the McSense study, the results show only the ground

level covered by the mobile game players. However, starting in the second week, many

aliens have been placed at higher floors in the buildings; this coverage is not captured in

the figure. Second, the slowdown is expected to happen after the more common areas are

covered, as the players must go farther from their usual paths. Third, we observe that the

coverage in both studies remains mostly constant over the weekends as our school has a

high percentage of commuters and thus mobile users are not on campus (as we see on days

4 to 6, and 11 to 13).

Figure 6.10 overlays the collected WiFi data over our campus map for both methods.

The WiFi signal strength data is plotted with the following color coding: green for areas

with strong signal; blue for areas with medium signal; yellow for areas with low signal; and

red for areas with no Campus WiFi signal. Overall, the mobile gaming approach doubles

the area coverage compared to the micro-payment approach (87% vs. 46% of the campus).
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Figure 6.11 Average number of active
players in a given week: mobile gaming
vs. micro-payments.

Figure 6.12 Impact of the number of
registered players and the number of
active players on area coverage over time
in the game.

The complete details of the WiFi area coverage maps for both studies are available on-line

under the game website [124].

Furthermore, user participation in the mobile game is better than the micro-payments.

Figure 6.11 proves that the average number of players who participated in the mobile game

is higher on any given day of the week.

Effectiveness and performance of mobile game. Figure 6.12 presents the impact

of the number of registered players and the number of active players on area coverage over

time in the mobile sensing game. The results show the improvement in area coverage with

the increase in the number of registered players in the game. This proves that the players are

interested in the game and are involved in tracking the aliens. The players are consistently

active in the weekdays over the period of the study and the players are less active in the

weekends. For more insights on the individual contribution of the players, Figure 6.13

presents the players’ ranks based on number of covered squares in the area. We observe a

power-law distribution of each player’s contribution to the area coverage.

Players Engagement. Table 6.3 shows the level of overall player engagement in the

sensing game. These results demonstrate that the levels and achievements designed in the

game motivate the players to continue playing. The decrease in percentage of players who
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Figure 6.13 Ranking players based on the number of covered squares in the area (area is
divided in 10mx10m squares).

Table 6.3 Players’ Engagement based on Achievements Designed in the Game

Game Achievements Num of
Players who
unlocked this
achievements

Percentage of
Players who
unlocked this
achievements

Mean time to
unlock this
achievement
(days)

Genie Hints 46 87% 1.7

Monster Hunter 44 83% 0.8

Best Tracker 33 62% 0.9

Level 1 21 40% 7.4

Sentinel 15 28% 5.5

Search Remotely 14 26% 5.7

Level 2 9 17% 9.6

Bonus Power 7 13% 8.8

GRT PLAY => GRT PWR!! 6 11% 10.0

Level 3 6 11% 12.0

Double Power 5 9% 11.8

Level 4 5 9% 19.5

Extra Power 4 8% 16.4

Level 5 3 6% 12.9

Legendary Hunter 1 2% 17.2

advance to higher levels or unlock more difficult achievements shows that the game design

was challenging and could sustain player interest.

To understand the effort put by players into achieving this high coverage, we compute

the entropy of the area coverage. The entropy is calculated at the end of the user study using
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Figure 6.14 Distribution of square coverage using the mobile game.

the counts of sensor readings for each of the covered squares in the area (cf. Equation 6.1).

The calculated value for our study is 6.3, while the optimal value is 9.2 (i.e., when every

square in the area is uniformly covered with the same number of sensor readings). This

result shows that the players’ effort is substantial, and future work should focus on additional

game strategies to reduce this effort. To understand better the potential for improvement,

Figure 6.14 shows the distribution of square coverage across the entire area. We consider

only the squares that have been covered. In the user study, we required that each square be

covered with at least three WiFi readings. Nevertheless, we also plot the squares covered

with only one or two readings. From the plot, we observe that 15% of the squares are

covered with over 1000 readings each. We believe that these squares cover the campus

center building and the labs, and the high number of readings is just a by product of the

fact that students spend most of the time there. The next two categories, between 11 and

1000 readings, represent 45% of the squares. Our future goal is to devise strategies that

reduce the coverage in these categories while, at the same time, increase the coverage of

the remaining categories.

Analysis of Mobile Game Incentives. Figure 6.15 presents the correlation between

the number of aliens killed and area coverage. The results show that our strategy of placing

the aliens strategically across the area achieves its goal, as we observe a clear correlation
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Figure 6.15 Correlation between number of aliens killed and area coverage (we started to
record this data in day 7).
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Figure 6.16 Efficacy of Progressive
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correlation).

between the number of aliens killed and area coverage. For a more in-depth analysis, we

investigate the performance of the Progressive Movement strategy. Figure 6.16 shows the

total number of aliens killed over time and the number of aliens tracked by the players. We

observe that the players have been actively tracking the aliens in the first two weeks, and

this results in more aliens killed; consequently, higher area coverage was achieved. After

that, since only areas located farther away from the players normal places and paths are left,

we wee a decrease in the number of tracked aliens. However, the players are still interested

in killing the aliens on their paths. Finally, in the last week, we announced a number of

prizes for the best ranked players. The prizes were of little monetary value. However,

they work well to incentivize the players to track the aliens to the least popular regions as

demonstrated by the sudden spike toward the end of the period. Given the symbolic value
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Figure 6.18 Average number of covered
squares per player per day.
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Figure 6.19 Average daily pattern for the
number of active players.

of these prizes, they could be considered similar to game-based incentives. Thus, they do

not change the incentive assumptions of our user study.

Another factor that is expected to incentivize the users to continue playing, is the

number of bullets that can be collected from around them. Figure 6.17 presents the correlation

between number of bullets and aliens killed. As already demonstrated, the number of

killed aliens is a good indicator for area coverage. We observe two types of players: 1)

players who collect many bullets around them, and 2) players who collect few bullets. The

top 3 ranked players collected a lot of bullets, and subsequently were able to kill more

aliens. These results provide two insights. First, the number of collected bullets is indeed

a good, although indirect, indicator for area coverage. Second, this incentive may have to

be re-designed to impact a larger number of users.

The next set of results analyze how active the players were during the study. Figure-

6.18 shows the average number of covered squares per player per day. We observe a

weekly cycle, in which the players are more active during the early part of the week. This

is due to two reasons: (1) at the beginning of each week, we emailed the latest ranking

to all participants and this proved to be a good incentive for players; (2) the students

spend less time on campus during the weekend. This behavior can be leveraged in future

games. For example, the game can be designed to provide additional in-game incentives
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for known periods of low activity. As expected, the players also show a clear daily pattern

(Figure 6.19), which can be leveraged in future games as well. For instance, more aliens

should be placed around the players during periods of high activity (e.g., 2PM-6PM).

Finally, we evaluate the indoor area coverage, which could be very difficult outside

labs and classrooms. Since some offices are closed to students, while some buildings

contain administrative offices where students do not “dare” to go, we believe that the 35%

coverage of the upper floors achieved in the study is a promising result. The players mostly

covered the hallways and open spaces in each building. Our conjecture is that incentives

designed specifically for these places would probably help to increase this coverage. Figure-

6.20 plots the correlation of active players and the number of squares covered at upper

floor levels over time (we started to place aliens on upper floors on day 12). These results

demonstrate that indoor coverage correlates well with the number of active players, and

the pattern is similar to outdoor coverage. Overall, the game achieved a 35% coverage of

the upper floors. Despite its apparent low value, this result is encouraging: The players

covered many hallways and open spaces in each building, but could not go into offices and

other spaces that are closed to students (where aliens could be placed as well).

At the end of the user study, we collected game feedback from the players to under-

stand the effectiveness of the game design by asking them “What made you to continue

playing the Alien vs. Mobile User game?”. We received answers from 16 players. The

responses show that the majority of the players were curious about the game, and they liked

tracking the aliens hiding in the campus buildings. Other reasons for playing, based on their

counts in the players’ answers, were: moving to the next game levels and being on top of

the leaderboard; competing with friends; winning game achievements; and checking the
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Figure 6.20 Correlation of active players and the number of squares covered at different
floor levels over time in last two weeks of the user study.

game graphics. Lastly, very few players were interested to win the game prizes announced

at the end.

6.6 Design Guidelines for Mobile Sensing Games

This section generalizes several design principles for mobile sensing games based on our

observations in the overall game progress [125]. These principles represent a step toward

transforming existing mobile games (e.g., first person shooter games) into sensing games.

Several of these principles are related to maintaining the players’ interest in the game at

a high level over time. Note that we use aliens as characters, but they can be replaced

with any other game character that will raise players’ interest. In addition, these principles

identify factors that contribute to maximizing the utility of the sensing game.

Game Difficulty Level: The movement patterns of the aliens should have a certain

degree of unpredictability such that the players remain interested in searching for the aliens.

The alien movement strategy must be balanced between a random pattern (which would

make the game too difficult) and an optimal area coverage pattern (which would make the

game too easy, e.g., aliens always move to adjacent squares).

Balanced Number of Aliens: When many aliens are introduced in the game, players

will find them often, leading to a decrease in players’ interest. If too few aliens appear in
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the game, players may also lose interest because the aliens are too hard to find. Hence, the

strategy to maintain the number of aliens must strike a balance between these two extremes.

In-game Incentives: Players should receive interesting in-game incentives. These

can include player rankings based on a point structure (which incentivizes players to be

more active and collect more points), alien-finding hints, or awarding a higher number of

points for destroying aliens in unpopular regions. It also includes leveraging the sensed

data into the game when possible.

Mobile Resource Usage: When possible, the game should reduce the computational

load on the phones in order to maximize their performance and battery lifetime. Computatio-

nally extensive tasks should be offloaded to the server side, which is not energy constrained.

Network Data Usage: The amount of data transferred between the players’ phones

and the game server should be balanced. An interesting option is to give players the ability

to control the frequency of game status updates, thus choosing the desired trade-off between

game accuracy and saving the phone’s resources.

6.7 Chapter Summary

This chapter presented a mobile sensing game designed to incentivize mobile users to

collect sensing data across large areas. The “Alien vs. Mobile User” game incorporates

game story-related incentives to convince participants to cover all the regions of a target

area. After analyzing three strategies to attract users to unpopular regions in order to

cover the entire target area, we concluded that Progressive Movement leads to the lowest

coverage latency while incurring a reasonable user effort as measured by the entropy of the

area coverage. The game was prototyped for Android-based mobile devices and deployed

as part of a user study in our campus. Based on a comparison with results obtained
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from a study employing micro-payments as incentives for crowd sensing, we conclude

that mobile gaming can be a successful alternative for efficient area coverage in crowd

sensing. The user study results demonstrate that mobile gaming ensures high area coverage.

Furthermore, the results show that our game is able to find a good balance between attempting

to attract users to the uncovered regions quickly and maintaining player interest in the

game.



CHAPTER 7

CONCLUSION

Encouraged by the ever expanding ecosystem of mobile devices such as smart phones,

tablets and even automobiles, we envisioned in this proposal a novel approach to tackle

the ever more vigorous problem of data reliability in mobile crowd sensing. Our approach

is based on improving the location reliability as a step toward achieving data reliability in

sensed data. In addition, a cost-effective gamification technique is proposed to increase

user participation for achieving large scale region coverage without (or with minimal) cost.

A mobile crowd sensing system is designed, developed and used to evaluate the proposed

protocols.

The results of the location reliability protocols demonstrate that they successfully

detects the false location claims associated with the sensed data and the low power consump-

tion of these protocols on user phones alleviates the users’ power concerns. Extensive

simulation results and security analysis show that the proposed protocols work well at

various node densities and quickly thwart attacks from individual malicious claimers or

malicious verifiers. Over time, the proposed protocols also detect a number of more

complex attacks involving groups of users colluding out-of-band.

Based on a comparison with results obtained from a study employing micro-payments

as incentives for crowd sensing, we conclude that mobile gaming can be a successful

alternative for efficient area coverage in crowd sensing. The user study results demonstrate

that mobile gaming ensures high area coverage. Furthermore, the results show that our

game is able to find a good balance between attempting to attract users to the uncovered

115
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regions quickly and maintaining player interest in the game. After analyzing three strategies

to attract users to unpopular regions in order to cover the entire target area, we concluded

that Progressive Movement leads to the lowest coverage latency while incurring a reasonable

user effort as measured by the entropy of the area coverage.

We believe that data reliability and incentive mechanisms such as those proposed in

this dissertation will pave the way toward large scale mobile crowd sensing, and implicitly

toward many useful services for society in areas such as transportation, healthcare, and

environment protection.
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