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Data, Information, Knowledge, and Wisdom

Wisdom Wisdom is the comprehension of what is true coupled 
with optimum judgement as to action taking

Knowledge

Information

Data

Knowledge is the result of the qualitative fusion of 
three elements; information, experience, and 
human wisdom

Information is the result of data analysis 
for the purpose of finding relations, indicators, 
correlations, upon which a decision can be made

Data are typically the results of 
measurements, stored/managed in different 
forms and structures, and can be visualized 
using graphs or images

Insight

Meaning

Context
Collect 
historical 
weather 
data

Find a strong 
correlation between 
cloud type and 
precipitation

Develop a weather  
forecast model based on 
the cloud-precipitation 
correlation & human 
insights

Bring your umbrella if you 
see dark, low, and thick 
clouds (nimbostratus)

A simple example of 
weather forecast



Artificial Intelligence, Machine Learning, and Data Mining

• There is no common agreement

• Artificial intelligence (AI), also known as machine intelligence, 
focuses on building and managing technology that can learn to 
autonomously make decisions and carry out actions on behalf 
of a human being

• Data-driven machine learning
• Bio- or physics-inspired (randomization-based, probabilistic) 

algorithms
• Genetic Algorithm, Particle Swam Optimization, Ant Colony Optimization, Whale 

Optimization Algorithm, Simulated Annealing, Spin Glass, etc.

• Machine learning, as one type of AI technology, focuses on 
designing algorithms that can learn from historical data and 
make predictions

• Data mining is a cross-disciplinary field that aims at discovering 
properties (useful information) of data sets

• Machine learning can be used for data mining

Computer Science

Data Mining

Mathematics

Machine Learning

Artificial Intelligence



Software is becoming increasingly intelligent
Example: Computer Vision (CV) has surpassed human abilities

• Chair
• Dining table
• Person

• Dog
• Person
• Leaf

https://open.sap.com/http://www.image-net.org/





Machine learning example applications

Self-Driving Spam Detection Fraud Detection Voice Recognition

Face Recognition Anomaly Detection Sales Forecast Robotics



Use predictive analytics to solve a variety of 
business challenges

https://open.sap.com/

• Churn reduction
• Customer acquisition
• Lead scoring
• Product 

recommendation
• Campaign 

optimization
• Customer 

segmentation
• Next best offer/action

• Predictive 
maintenance

• Load forecasting
• Inventory/Demand 

optimization
• Price optimization
• Manufacturing 

process optimization
• Quality management
• Yield management

• Fraud and abuse 
detection

• Collection and 
delinquency

• Credit scoring
• Operation risk 

modeling
• Crime threat analysis
• Revenue and loss 

analysis

• Cash flow and 
forecasting

• Budget simulation
• Profitability and 

margin analysis
• Financial risk 

modeling
• Employee retention 

modeling
• Succession planning

• Life sciences
• Healthcare
• Media
• Higher education
• Public section
• Social sciences
• Construction and 

mining
• Travel and hospitality
• Big data and IoT



What is Machine Learning?
• Machine learning is the science of getting computers to act 

without being explicitly programmed
• Machine learning is a technique of data science that helps 

computers learn from existing data in order to forecast future 
behaviors, outcomes, and trends



How machine learning works

https://www.digitalpulse.pwc.com.au



An example of machine learning task

Let’s say that you are in 
the car rental business.

How can you accurately 
predict demands for 
different types of cars at 
different times?

https://docs.microsoft.com/en-us/azure/machine-learning/studio/basics-infographic-with-algorithm-examples



Difference between traditional approach and 
machine learning approach

Rule-based approach Machine learning approach

• Explicitly programmed to solve problems
• Decision rules are clearly defined by humans

• Trained (i.e., learned) from examples
• Decision rules are complex and fuzzy
• Rules are not defined by humans but 

learned by machines from data



Summary

Machine learning uses historical data to make predictions
It is similar to data mining, but whereas data mining is the science of discovering unknown patterns 
and relationships in data; machine learning applies previously inferred knowledge to new data to 
make decisions in real-life applications

• Computers approximate complex functions from historical data
• Rules are not explicitly programmed but learned from data

https://bit.ly/2NS7v9J



Data Analytics Process

Data Sourcing/Representation
• Where are the datasets from
Data Cleaning (Veracity)
• To remove noise and inconsistent data
Data Integration (Variety)
• Multiple data sources may be combined
Data Selection/Reduction (Volume/Velocity)
• Data relevant to the analysis task are retrieved from the database
Data Transformation/Consolidation (Variety, Volume/Velocity)
• Data are transformed and consolidated into forms appropriate for mining or analysis by 

performing summarization or aggregation operations
Data Mining/Machine Learning
• The essential process where intelligent methods are applied to extract data patterns
Pattern Evaluation
• To identify the truly interesting patterns representing knowledge
Knowledge Presentation
• Visualization and knowledge representation techniques are used to present mined 

knowledge to users
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Steps to build a machine learning solution

image source: Microsoft



How to Start?
Understand the business

Tasks include
• Identify your business goals
• Assess your situation
• Define your data mining goals
• Produce your project plan

https://mineracaodedados.files.wordpress.com/2012/04/the-crisp-dm-model-the-new-blueprint-for-data-mining-shearer-colin.pdf



How to start?
Ask a question you can answer with data

• Sharp questions can be answered with a name or a number
• What will my stock’s sale price be next week?
• Which car in my fleet is going to fail first?

• Vague questions cannot be answered with a name or a number
• How can I increase my profits?
• What can my data tell me about my business?

• How you ask a question is a clue to which algorithm can give 
you an answer



The 5 questions data science can answer

Surprise? but there are only five questions DS can answer
• Is this A or B?
• Is this weird?
• How much or how many?
• How is this organized?
• What should I do now?

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



Q1: Is this A or B?

• Use Classification algorithms

• Will this tire fail in next 1,000 miles?
• Yes or No?

• Which brings in more customers?
• A $5 coupon or a 25% discount?

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



Q2: Is this weird?

• Use Anomaly Detection algorithms

• Your credit company analyzes your 
purchase pattern, so that they can 
alert you to possible fraud

• Charges that are “weird” might be a 
purchase at a store where you do not 
normally shop or buying an unusually 
pricey item

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



Q3: How much? or How many?

• Use Regression algorithms

• Regression algorithms make numerical 
predictions, such as

• What will the temperature be next Tuesday?
• What will my fourth-quarter sales be?

• They help answer any question that 
asks for a number

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



Q4: How is this organized?

• Use Clustering algorithms

• Common examples of clustering 
questions are:

• Which viewers like the same types of movies?
• Which printer models fail the same way?

• Sometimes you want to understand the 
structure of a data set

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



Q5: What should I do now?

• Use Reinforcement Learning algorithms

• Questions it answers are always about 
what action should be taken – usually 
by a machine or robot, e.g.,

• For a self-driving car: at a yellow light, 
brake or accelerate?

• For a robot vacuum: keep vacuuming, or 
go back to the charging station

https://azure.microsoft.com/en-us/resources/videos/data-science-for-beginners-series-the-5-questions-data-science-answers/



So, what do you want to find out?



Machine Learning Categorization



Deep Learning
• Three major categories

• Deep networks for supervised or discriminative learning
• Deep networks for unsupervised or generative learning
• Deep networks for hybrid learning and relevant others



When to use machine learning?
From business problem to machine learning problem: a recipe

1. Do you need machine learning?
2. Can you formulate your problem clearly?
3. Do you have sufficient examples?
4. Does your problem have a regular pattern?
5. Can you find meaningful representations of your data?
6. How do you define success?

https://open.sap.com/



When to use machine learning?
From business problem to machine learning problem: a recipe

Do you need machine learning?
• Do you need to automate the task?
• High-volume tasks with complex rules and unstructured data are good 

candidates

Example: sentiment analysis
• High volume of reviews on the Web
• Unstructured text
• Human language is complex and ambiguous

https://open.sap.com/

1



When to use machine learning?
From business problem to machine learning problem: a recipe

Can you formulate your problem clearly?
• What do you want to predict given which input?
• Pattern: “given X, predict Y”

• What is the input?
• What is the output?

Example: sentiment analysis
• Given a customer review, predict its sentiment

• Input: customer review text
• Output: positive, negative, neutral

https://open.sap.com/
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When to use machine learning?
From business problem to machine learning problem: a recipe

Do you have sufficient examples?
• Machine learning always requires data
• Generally, the more data, the better
• Each example must contain two parts 

(supervised learning)
• Features: attributes of the example
• Label: the answer you want to predict

Example: sentiment analysis
• Thousands of customer reviews and 

ratings from the Web

https://open.sap.com/
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When to use machine learning?
From business problem to machine learning problem: a recipe

Does you problem have a regular pattern?
• Machine learning learns regularities and patterns
• Hard to learn patterns that are rare or irregular

Example: sentiment analysis
• Positive words like good, awesome, or love it appear 

more often in highly-rated reviews
• Negative words like bad, lousy, or disappointed 

appear more often in poorly-rated reviews

https://open.sap.com/
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When to use machine learning?
From business problem to machine learning problem: a recipe

Can you find meaningful representations of 
your data?

• Machine learning algorithms ultimately operate on 
numbers

• Generally, examples are represented as feature vectors
• Good features often determine the success of machine 

learning

Example: sentiment analysis
• Represent customer review as vector of word 

frequencies
• Label is positive (4-5 stars), negative (1-2 stars), 

neutral (3 stars)
https://open.sap.com/
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When to use machine learning?
From business problem to machine learning problem: a recipe

How do you define success?
• Machine learning optimizes a training criterion (loss function or objective function)
• The evaluation function must support the business goals

Example: sentiment analysis
• Accuracy: percentage of correctly predicted labels

https://open.sap.com/
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When to use machine learning?
From business problem to machine learning problem: a recipe
The “cheat sheet”

https://open.sap.com/

Start Do you need 
automation?

Can you write 
the rules?

Can you 
formulate your 

problem clearly?

Refine your 
problem

Manual work Rule-based

Do you 
have data?

Do you have 
a regular 
pattern?

Do you have 
meaningful 
features?

Can you 
measure 
success?

Machine 
learning

Collect 
data Enhance data / look for different data sources

Yes No No

No Yes

Yes

Yes Yes Yes

No No No

No

Yes



Summary
• Consider using machine learning when you have a complex task or 

problem involving a large amount of data and lots of variables, but no 
existing formula or equation.

• For example, machine learning is a good option if you need to handle 
situations like these:

https://www.mathworks.com/discovery/machine-learning.html



Takeaway question
Example: predict the price of a diamond
Suppose you want to shop for a diamond, and you want to get an idea of how much it will cost. I take a notepad 
and pen into the jewelry store, and I write down the price of all of the diamonds in the case and how much they 
weigh in carats. Starting with the first diamond – it’s 1.01 carats and $7,366. Now I go through and do this for all 
the other diamonds in the store.

How much will it cost to buy a 1.35 carat diamond?
Prices of diamonds in jewelry stores

https://docs.microsoft.com/en-us/azure/machine-learning/studio/data-science-for-beginners-predict-an-answer-with-a-simple-model



Summary

• Machine learning enables computers to learn from data
• Computers approximate complex functions from historical data
• Rules are not explicitly programmed but learned from data

• Intelligent applications are expected to have a significant effect on 
the future of knowledge work and employment

• Large number of work activities can be automated with today’s technology

• Identify if machine learning can solve your business problem
• High-volume, repetitive tasks on unstructured data are good candidates
• You cannot explicitly write the rules, but you have examples

• Machine learning comes with new architecture principles
• Machine learning requires separate training and prediction steps
• Micro-services and APIs are a common architecture principle for ML services

https://open.sap.com



Outline
• Big Data Analytics Algorithms

• Recommendation
• Clustering
• Classification
• Regression



Remind -- Hadoop-related Apache Projects
• AmbariTM: A web based tool for provisioning, managing, and monitoring Hadoop 

clusters. It also provides a dashboard for viewing cluster health and ability to 
view MapReduce, Pig, and Hive applications visually.

• AvroTM: A data serialization system.
• CassandraTM: A scalable multi-master database with no single points of failure.
• ChukwaTM: A data collection system for managing large distributed systems.
• HBaseTM: A scalable, distributed database that supports structured data storage 

for large tables.
• HiveTM: A data warehouse infrastructure that provides data summarization and 

ad hoc querying
• MahoutTM: A scalable machine learning and data mining library.
• PigTM: A high-level data-flow language and execution framework for parallel 

computation
• SparkTM: A fast and general compute engine for Hadoop data. Spark provides a 

simple and expressive programming model that supports a wide range of 
applications, including ETL, machine learning, stream processing, and graph 
computation.

• TezTM: A generalized data-flow programming framework, built on Hadoop YARN, 
which provides a powerful and flexible engine to execute an arbitrary DAG of 
tasks to process data for both batch and interactive use-cases.

• ZooKeeperTM: A high-performance coordination service for distributed 
applications.

https://ambari.apache.org/
https://avro.apache.org/
http://cassandra.apache.org/
http://chukwa.apache.org/
https://hbase.apache.org/
https://hive.apache.org/
https://mahout.apache.org/
https://pig.apache.org/
https://spark.apache.org/
https://tez.apache.org/
https://zookeeper.apache.org/


Key Components of Mahout 



Mahout reference book



Mahout Overview



Recommender -- inputs 1,   101,  5.0
1,   102,  3.0
1,   103,  2.5
2,   101,  2.0
2,   102,  2.5
2,   103,  5.0
2,   104,  2.0
3,   101,  2.5
3,   104,  4.0
3,   105,  4.5
3,   107,  5.0
4,   101,  5.0
4,   103,  3.0
4,   104,  4.5
4,   106,  4.0
5,   101,  4.0
5,   102,  3.0
5,   103,  2.0
5,   104,  4.0
5,   105,  3.5
5,   106,  4.0

User Item Rating



User-based Recommendation – Scenario I

• Adult: I’m looking for a CD for a teenager.
• Employee: OK, what does this teenager like?
• Adult: Oh, you know, what all the young kids like this days.
• Employee: What kind of music or bands?
• Adult: It’s all noise to me. I don’t know.
• Employee: Uh, well…I guess lots of young people are buying this boy band 

album here by New 2 Town?
• Adult: Sold!

gettofail.com

http://gettofail.com


Process and output of the example

Recommendation for Person 1:
      Item 104 > Item 106
      Item 107 is not favored

Predict user u’s rating for a 
new item:
1. Compute user similarity
2. Decide u’s 

neighborhood
3. Among all users in u’s 

neighborhood, compute 
their average rating for 
this item weighted by 
their respective 
similarity with u.



User-based Recommendation Algorithms

Consider a 
neighborhood only, 
instead of all other users



Example Recommender Code via Mahout



User Similarity Measurements

• Pearson Correlation Similarity
• Euclidean Distance Similarity
• Cosine Measure Similarity
• Spearman Correlation Similarity
• Tanimoto Coefficient Similarity (Jaccard coefficient)
• Log-Likelihood Similarity



Pearson Correlation Similarity
Covariance of the two variables divided by the product of their standard deviations



Pearson Correlation Similarity
1,   101,  5.0
1,   102,  3.0
1,   103,  2.5
2,   101,  2.0
2,   102,  2.5
2,   103,  5.0
2,   104,  2.0
3,   101,  2.5
3,   104,  4.0
3,   105,  4.5
3,   107,  5.0
4,   101,  5.0
4,   103,  3.0
4,   104,  4.5
4,   106,  4.0
5,   101,  4.0
5,   102,  3.0
5,   103,  2.0
5,   104,  4.0
5,   105,  3.5
5,   106,  4.0

User Item Rating

ratings of common 
items

Calculate each 
component

missing data



Three problems with the 
Pearson Similarity
• Not take into account of the number of items, in which 

two users’ preferences overlap
• 1,000 overlapped items vs. 5 overlapped items, which 

recommendation is more trustworthy?

• If two users overlap on only one item, no correlation 
can be computed

• The correlation is undefined if either series of 
preference values are identical

Adding Weighting WEIGHTED as the 2nd parameter of the constructor can cause the resulting 
correlation to be pushed towards 1.0, or -1.0, depending on how many points are used.



Euclidean Distance



Euclidean Distance Similarity
1,   101,  5.0
1,   102,  3.0
1,   103,  2.5
2,   101,  2.0
2,   102,  2.5
2,   103,  5.0
2,   104,  2.0
3,   101,  2.5
3,   104,  4.0
3,   105,  4.5
3,   107,  5.0
4,   101,  5.0
4,   103,  3.0
4,   104,  4.5
4,   106,  4.0
5,   101,  4.0
5,   102,  3.0
5,   103,  2.0
5,   104,  4.0
5,   105,  3.5
5,   106,  4.0

User Item Rating

Similarity =



Cosine Measure Similarity
Cosine similarity and Pearson similarity get the same results if data are normalized (i.e., mean is zero)

Map the input data into a high-dimensional space
• Each point in the space represents a different user
• What does each dimension represent?



Cosine Measure Similarity – A numerical example
Cosine similarity and Pearson similarity get the same results if data are normalized (i.e., mean is zero)

Geometric illustration of the cosine measure

x

y

• x = (3,2,0,5,0,0,0,2,0,0)
• y = (1,0,0,0,0,0,0,1,0,2)
• x ∙ y = 3*1 + 2*0 + … + 0*2 = 5
• ||x|| = (3*3 + 2*2 + … + 0*0)1/2 = 6.48
• ||y|| = (1*1 + 0*0 + … + 2*2)1/2 = 2.24
• Cosine Similarity of x and y is: (5/(6.48*2.24)) = 0.34



Spearman Correlation Similarity
Calculated based on Pearson value about relative ranks 1,   101,  5.0

1,   102,  3.0
1,   103,  2.5
2,   101,  2.0
2,   102,  2.5
2,   103,  5.0
2,   104,  2.0
3,   101,  2.5
3,   104,  4.0
3,   105,  4.5
3,   107,  5.0
4,   101,  5.0
4,   103,  3.0
4,   104,  4.5
4,   106,  4.0
5,   101,  4.0
5,   102,  3.0
5,   103,  2.0
5,   104,  4.0
5,   105,  3.5
5,   106,  4.0

User Item Rating

X = [1, 2, 3]
Y = [3, 2, 1]
d = [2, 0, 2]

Example for ties

In addition to actual rating values, their order (rank) also matters
• Consider two users: one super nice (high ratings 3-5), the other mean (low ratings 1-3)
• Their similarity is low if using actual rating values, but not really!



Tanimoto (Jaccard) Coefficient Similarity
The similarity of sets by looking at the relative size of their intersection

• Discard preference values number of matching 
presences

Number of attributes not
involved in 00 matches



Log-Likelihood Similarity
Assess how unlikely it is that the overlap between two users is 
just due to chance



Performance Metrics
• Using GroupLens data (http://grouplens.org) -- 10 million 

MovieLens rating dataset
• Spearman: 0.8
• Tanimoto: 0.82
• Log-Likelihood: 0.73
• Euclidean: 0.75
• Pearson (weighted): 0.77
• Pearson: 0.89

Performance 
metrics

http://grouplens.org/


Mahout Code with Performance 
Measurements

10 nearest neighbors: 0.98
100 nearest neighbors: 0.89
500 nearest neighbors: 0.75

95% of training; 5% of testing



Selecting neighborhood

Based on the number of neighbors

Based on a fixed threshold, e.g., 0.7 or 0.5



Item-based Recommendation – Scenario I

• Adult: I’m looking for a CD for a teenager boy.
• Employee: What kind of music or bands does he like?
• Adult: He wears a Bowling In Hades T-shirt all the time and seems to have 

all of their albums. Anything else you’d recommend?
• Employee: Well, about everyone I know that likes Bowling In Hades seems 

to like the new Rock Mobster album.

gettofail.com

http://gettofail.com


Item-based Recommendation Algorithm



Code and Performance of Item-Based Recommendation

Performance:

Which method to 
use, user-based 
or item-based?



Clustering

• Given a set of data points, each having a set of attributes, and 
a similarity measure among them, find clusters such that
• Data points in one cluster are more similar to one another
• Data points in separate clusters are less similar to one another

• Similarity (distance) measures:
• Euclidean distance if attributes are continuous
• Other problem-specific measures

Tan, Steinbach, and Kumar. Introduction to Data Mining



Clustering a collection involves three things

An algorithm -- This is the method used to group the objects together.

A notion of both similarity and dissimilarity -- This determines which objects 
belong to an existing group (cluster) and which should start a new one.

A stopping condition -- This might be the point beyond which objects cannot 
be grouped (clustered) anymore, or when the objects are already quite 
dissimilar.



Steps on Clustering

Generate vectors 
from input data

Write vectors to 
input directory

Write initial 
cluster centers

Run 
clustering job

Read clusters from 
output directory



Clustering on a 2D Feature Plane

• Euclidean distance-based clustering in 2D space
• 2 objectives

Intra-cluster distances
are minimized

Inter-cluster distances
are maximized



• Euclidean distance-based clustering in 3D space

Intra-cluster distances
are minimized

Inter-cluster distances
are maximized

Tan, Steinbach, and Kumar. Introduction to Data Mining

Clustering on a 3D Feature Plane



A representative clustering algorithm:
K-means
K-means clustering in action
• Starting with three random points as centroids 

(top left)
• The map stage (top right) assigns each point to 

the cluster nearest to it.
• In the reduce stage (bottom left), the associated 

points are averaged out to produce the new 
location of the centroid, leaving you with the 
final configuration (bottom right).

• After each iteration, the final configuration is fed 
back into the same loop until the centroids 
come to rest at their final positions.



Clustering Example Using K-means

9 data points:



Making Initial Clustering Centers
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Hadoop k-means clustering jobs
• In Mahout, the MapReduce version of the K-means algorithm is 

instantiated using KMeansDriver class. The class has just a 
single entry point -- the runJob method.

• The Hadoop configuration.
• The SequenceFile containing the input Vectors.
• The SequenceFile containing the initial Cluster centers.
• The similarity measure to be used. We will use EuclideanDistanceMeasure as 

the measure of similarity and experiment with the others later.
• The convergenceThreshold. If in an iteration, the centroids do not move more 

than this distance, no further iterations are done and clustering stops.
• The number of iterations to be done. This is a hard limit; the clustering stops if this 

threshold is reached.



Implementation of K-means clustering using MapReduce



HelloWorld clustering scenario



HelloWorld clustering scenario -- II



HelloWorld clustering scenario -- III



Hadoop k-means clustering code



HelloWorld clustering scenario result



Testing Different Distance Measurements



Manhattan and Cosine Distances



Tanimoto distance and weighted distance



Comparison of Clustering Results

Why?



Data preparation in Mahout — vectors

• In Mahout, vectors are implemented as three different classes, each of 
which is optimized for different scenarios: DenseVector, 
RandomAccessSparseVector, and 
SequentialAccessSparseVector.

• DenseVector can be thought of as an array of doubles, whose size is the number of 
features in the data. Because all the entries in the array are pre-allocated regardless 
of whether the value is 0 or not, we call it dense.

• RandomAccessSparseVector is implemented as a HashMap between an integer 
and a double, where only nonzero valued features are allocated. Hence, they are 
called as SparseVector.

• SequentialAccessSparseVector is implemented as two parallel arrays, one of 
integers and the other of doubles. Only nonzero valued entries are kept in it. Unlike 
the RandomAccessSparseVector, which is optimized for random access, this one 
is optimized for linear reading.



Vectorization
Computers only understand numbers
• Must represent non-numerical features with numbers



Canopy Clustering to Estimate the Number of Clusters
• K-means limitation: must know the number of clusters a priori
• Canopy

• Tell what size clusters to look for (two thresholds)
• The algorithm will find the number of clusters that have approximately that size
• The algorithm uses two distance thresholds T1 and T2
• This method prevents all points close to an already existing canopy from being the center of a new canopy

T1 > T2



Other Clustering Algorithms



Different Clustering Approaches



Classification - Definition
Computer classification systems are a form of machine learning that use 
learning algorithms to provide a way for computers to make decision based 
on experience and, in the process, emulate certain forms of human decision 
making
• Given a collection of records (training set)

• Each record contains a set of attributes, one of the attributes is the (label) class

• Find a model for the class attribute as a function of the values of other 
attributes and employ a learning algorithm to compute the model 
parameters

• Goal: previously unseen records should be assigned a class as accurately 
as possible

• A test set is used to determine the accuracy of the model. Usually, the given data set 
is divided into training and test sets, with training set used to build the model and test 
set used to validate it



Classification - Example

Tid Refund Marital
Status

Taxable
Income Cheat

1 Yes Single 125K No

2 No Married 100K No

3 No Single 70K No

4 Yes Married 120K No

5 No Divorced 95K Yes

6 No Married 60K No

7 Yes Divorced 220K No

8 No Single 85K Yes

9 No Married 75K No

10 No Single 90K Yes
10

categorica
l

categorica
l

continuous

cla
ss

Refund Marital
Status

Taxable
Income Cheat

No Single 75K ?

Yes Married 50K ?

No Married 150K ?

Yes Divorced 90K ?

No Single 40K ?

No Married 80K ?
10

Test
Set

Training 
Set

Model
Learn 

Classifier

Tan, Steinbach, and Kumar. Introduction to Data Mining



How does a classification system work?



Process 1: Model Construction



Process 2: Using the Model in Prediction



When to use Mahout for classification?



The 
advantage of 
using Mahout 

for 
classification



Key 
terminology 

for 
classification



Input and Output of a classification model



Four types of values for predictor variables



Sample data that illustrates all four value types



Supervised vs. Unsupervised Learning
• Classification algorithms are related to, but still quite different from, clustering 

algorithms such as the k-means algorithm described in previous notes.
• Classification algorithms are a form of supervised learning, as opposed to unsupervised 

learning, which happens with clustering algorithm.
• A supervised learning algorithm is one that’s given examples that contain the desired value of a 

target variable.
• Unsupervised algorithms aren’t given the desired answer, but instead must find something 

plausible on their own.

• Supervised and unsupervised learning algorithms can often be usefully combined.
• A clustering algorithm can be used to create feature that can then be used by a learning 

algorithm, or the output of several classifiers can be used as features by a clustering algorithm.
• Clustering systems often build a model that can be used to categorize new data. This clustering 

system model works much like the model produced by a classification system.
• The difference lies in what data was used to produce the model.
• For classification, the training data set includes the target variables; for clustering, the training 

data set doesn’t include target variables.



Workflow in a typical classification project



Mahout classification 
algorithms

• Mahout classification algorithms 
include:

• Naive Bayesian
• Complementary Naive Bayesian
• Stochastic Gradient Descent (SDG)
• Support Vector Machine (SVM)
• Random Forest



Choose 
algorithm 

via 
Mahout



Stochastic 
Gradient 
Descent 

(SGD)



Stochastic Gradient Descent (SGD)

• Stochastic gradient descent (SGD) is a widely used learning algorithm, in which 
each training example is used to tweak the model slightly to give a more correct 
answer for that one example.

• This incremental approach is repeated over many training examples. With some 
special tricks to decide how much to nudge the model, the model accurately 
classifies new data after seeing only a modest number of examples.

• Although SGD algorithms are difficult to parallelize effectively, they are often so 
fast that for a wide variety of applications, parallel execution is not necessary.

• Importantly, because these algorithms do the same simple operation for each 
training example, they require a constant amount of memory. For this reason, 
each training example requires roughly the same amount of work. These 
properties make SGD-based algorithms scalable in the sense that twice as much 
data takes only twice as long to process.



Support Vector Machine (SVM)

Possible decision boundaries for a linearly separable data set Margin of a decision boundary

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

Decision boundary and margin of SVM
Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

Example of a linearly 
separable data set

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

Decision boundary of SVM 
for non-separable case

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

Slack variables for 
non-separable data

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

A decision boundary 
that has a wide margin 
but large training error

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

• Classifying data with a nonlinear decision boundary

Tan, Steinbach, and Kumar. Introduction to Data Mining



Support Vector Machine (SVM)

Decision boundary 
produced by a nonlinear 
SVM with polynomial kernel

Tan, Steinbach, and Kumar. Introduction to Data Mining



Naive Bayes
Training set:

Classifier using Gaussian distribution assumptions:

Test Set:

==> female



Example -- classifying 20 newsgroups data set (~ 20K docs)

• The 20 newsgroup data set is a standard data set commonly used for machine learning 
research. The data is from transcripts of several months of posting made in 20 Usenet 
newsgroups from the early 1990s. http://qwone.com/~jason/20Newsgroups/

• If you examine one of the files in the training data directory, such as 20news-bydate-
train/sci.crypt/15524, you will see something like this:

The predictor features are 
either headers or body 

http://qwone.com/~jason/20Newsgroups/


Classifying using Naive Bayes



Training and testing naive Bayes classifier



See training results

When given this familiar data, the model is able to get nearly 98 percent correct, which is 
much too good to be true on this particular problem. The best machine learning researchers 
only claim accuracies for their systems around 84~86 percent.



Classification results



Performance Metrics for Binary Classification (Detection)

H1 (Alternative Hypothesis): Real Positive (Abnormal)

Missed Detection Rate (MDR) = !"
#$%!"

H0 (Null Hypothesis): Real Negative (Normal)

False Alarm Rate (FAR) = !$
!$%#"

Missed Detection

False Alarm

6 8

4 1

2 7

Time

Measurements
(temperature, pressure, vibration strength, volume, frequency, etc.)

Note: MDR = 1 - Recall

(Horizontal)

(Vertical)

Threshold

Predicted normal

Predicted abnormal



MDR vs. FAR
• MDR and FAR are independent of each other as they are under two different hypotheses!

Real

Predicted

P N

P

N

100 100

99

98

2

1

101

99

MDR=1/100, FAR=2/100

Real

Predicted

P N

P

N

100 100

1

2

98

99

197

3

MDR=99/100, FAR=98/100

Real

Predicted

P N

P

N

100 100

99

2

98

1

197

3

MDR=1/100, FAR=98/100

Real

Predicted

P N

P

N

100 100

1

98

2

99

3

197

MDR=99/100, FAR=2/100



Precision+Recall vs. FAR+MDR
• Note that Recall = 1 - MDR

Real

Predicted

P N

P

N

100 3

99

1

2

1

101

2

High Precision: 2/101
High Recall: 99/100

But high FAR: 2/3

However, this scenario 
might be rare because
#Real N >> #Real P
in most cases.

Real

Predicted

P N

P

N

10 10,000

9

9,990

10

1

19

9991

Low MDR: 1/10
Low FAR: 10/10,000

But low Precision: 9/19

As we continuously make detection 
decisions, #Real N could become a 
really large number, which may 
eventually lead to a low Precision.
It’s still acceptable as long as FAR is low!



Recognizing the difference in cost of classification errors

• False Alarm:
• The cost of a false alarm may be much less than the cost of a false 

negative, e.g., Cancer, Missile

• Missed detection:
• The cost of a false negative may be less than the cost of a false alarm, 

e.g., Spam



Confusion Matrix for Multi-Class Classification

• For each class, calculate Precision (horizontal) and Recall (vertical)



Decision Tree and Random Forest
• Basic algorithm -- a greedy approach

§ Tree is constructed in a top-down recursive divide-
and-conquer manner

§ At start, all the training examples are at the root
§ Attributes are categorical (if continuous-valued, 

discretize in advance)
§ Examples are partitioned recursively based on 

selected attributes
§ Test attributes are selected based on a heuristic or 

statistical measure (e.g., information gain, or 
Entropy)

• Conditions for stopping partitioning
§ All samples for a given node belong to the same 

class
§ There are no remaining attributes for future 

partitioning – majority voting is employed for 
classifying the leaf

§ There are no samples left

Random forest is a classification 
algorithm consisting of many 
decisions trees.



Regression

• Predict a value of a given continuous valued variable based on 
the values of other variables, assuming a linear or nonlinear 
model of dependency

• Extensively studied in statistics, neural network fields

• Examples:
• Predicting sales amounts of new product based on advertising expenditure
• Predicting wind velocities as a function of temperature, humidity, air pressure, etc.
• Time series prediction of stock market indices



Regression -- example
• Non Exact Math à Approximation à 

Uncertainty Modeling

• Given a data set, input/output pairs with no 
function, i.e., no model, then how to find the 
hypothesis! (model)?  

• Why do we need to do that?

• Example: suppose X is size of the house in 
acres, and Y is the price of houses already 
sold in hundred thousands, and you have a 
house that has 2.5 acres size, and you want 
to know how much you can get for it if you 
decide to sell it

The task:
• Plot the data
• Use your eyes to suggest a good hypothesis
• Find the mathematical representation for the hypothesis
• Use it to predict the price for your house 

1
2
3
4

6
5

7
10

f ?



Regression -- example

1
2
3
4

6
5

7
10

f ?

1 2y x= +b b

Plot
Approximate 
with a model

Model  is 
a Line?

1 2

1 2

1 2

1 2

1 =6
2 =5
3 =7
4 =10

b b
b b
b b
b b

+
+
+
+

2 2
1 2 1 2 1 2

2 2
1 2 1 2

2 2
1 2 1 2 1 2

min ( , ) = [6-( +1 )]  + [5-( +2 )]
+[7-( +3 )]  + [10-( +4 )]

= 4 30 20 56 154 210

S b b b b b b

b b b b

b b b b b b+ + - - +

1 2
1

1 2
2

0 8 20 56

0 20 60 154

S

S

b b
b

b b
b

¶ì = = + -ï¶ï
í ¶ï = = + -
ï¶î

1

2

3.5
1.4

b
b
=ì

í =î
3.5 1.4y x= + 3.5 1.4 (2.5) 7y = + × =

You will get 7 hundred thousand dollars if 
you decide to sell it now  



Can’t you get more? 

This is an example of using Polynomial Linear Regression for prediction,
could this work with big data?

Regression - Example



• Let’s try a quadratic model

Regression -- example
Modeling the 2nd Degree Polynomial Regression

1
2
3
4

6
5
7

10

f ?

Plot
Quad.
 Model

with a  
model

h = β1x2 

h = .703 (2.5)2 = 4.39 

You will get 4.39 hundred thousand dollars



Regression -- example

• Let’s try higher degree polynomial models

h = β0 + β1x + β2x2 
h = β0 + β1x + β2x2 + β3x3 ...
h = β0 + β1x + β2x2 + β3x3 + ………. + βnxn 

The problem has become: 
Finding the best solution (fit) and 

optimize it as much as you can



Thanks ! J

Questions ?


