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Summary

Objective: Ametaschema is a high-level abstraction network of the UMLS’s semantic
network (SN) obtained from a partition of the SN’s collection of semantic types, Every
metaschema has nodes, called meta-semantic types, each of which denotes a group of
semantic types constituting a subject area of the SN, A new kind of metaschema,
called the lexical metaschema, is derived from a lexical partition of the SN. The
lexical metaschema is compared to previously derived metaschemas, e.g., the
cohesive metaschema.

Design: A new lexical partitioning methodology is presented based on identical word-
usage among the names of semantic types and the definitions of their respective
children. The lexical metaschema is derived from the application of the methodology.
We compare the constituent meta-semantic types and their underlying semantic-type
groups with the previously derived cohesive metaschema. A similar comparison of the
lexical partition and a published partition of the SN is also carried out,

Results: The lexical partition of the SN has 21 semantic-type groups, each of which
represents a subject area. The lexical metaschema thus has 21 meta-semantic types,
19 meta-child-of hierarchical relationships, and 86 meta-relationships, Our compar-
ison shows that 15 out of the 21 meta-semantic types in the lexical metaschema also
appear in the cohesive metaschema, and 80 semantic types are covered by identical
meta-semantic types or refinements between the two metaschemas. The comparison
between the lexical partition and the semantic partition shows that they have very
low similarity.
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Conclusion: The algorithmically derived lexicat metaschema serves as an abstraction
of the SN and provides views representing different subject areas. It compares

tion.

favorably with the cohesive metaschema derived via the SN’s relationship configura-

© 2004 Elsevier B.V. All rights reserved.

1. Introduction

The Unified Medical Language System (UMLS) [1-3]
was designed by the Naticnal Library of Medicine
{NLM) to overcome problems arising from discrepan-
cies between terminologies used by various health
care systems. It consists of concepts which reside in
a repository called the metathesaurus {META) [4,5].
The semantic network {5N) part of the UMLS pro-
vides an overarching abstraction of the META [6].
The SN, consisting of 135 nodes called semantic
types [7], is organized as a pair of trees rooted at
Event and Entity,' respectively. The links of the two
trees represent i5-A relationships, each of which
connects a child semantic type to its parent. Besides
the IS-A relationships, there are about 7000 occur-
rences of 53 kinds of other non-{5-A semantic rela-
tionships (called, in short, semantic relationships)
connecting pairs of semantic types.

While the SN is an important abstraction of the
META, it is still a difficult source to peruse for
orientation purposes due fo its extensive content.
To give an idea of the SN’s complexity, its Event
subnetwaork is shown in Fig. 1. Note that the figure
displays neither the incoming relationships from
semantic types out of the scope of the figure
(i.e., from the Entity tree) nor the inherited rela-
tionships of the semantic types. Relationships to
semantic types in the Entity hierarchy appear as
named (or numbered) arrows without target seman-
tic types. This figure clearly demonstrates the need
to provide comprehensible access to the SN through
simpler and more compact views to help user orien-
tation. In previous work [8], we intreduced the
notion of metaschema, a higher-level network
derived from a partition of the SN [9]. Every
metaschema serves as an abstraction of the SN.
As shown in [8], a metaschema helps to generate
various compact (partial) views that can help users
in their orientation to the SN. Additional applica-
tions were described in [8,10]. In [11], the notion of
metaschema was extended from the SN to encom-
pass a directed acyclic graph (DAG) semantic net-
work. Two metaschemas were obtained for the
DAG-structured enriched semantic network (ESN)
[12,13].

1 A bold font will be used for semantic types, except in tables.

In this paper, we introduce a new kind of lexical
partitioning technique based on string matching
from definitions of semantic types to the names
of their parents. In this technique, a child and
parent that are “lexically related” will be grouped
together in the same group of the lexical partition. A
metaschema, called the lexical metaschema, is
then derived based on the [exical partition.

In this paper, we will compare the lexical
metaschema to the previously derived cohesive
metaschema [8]. This cohesive metaschema was
derived based on the relationship structures of
semantic types. For details of the cohesive
metaschema, see Section 2.2. We alse compare
the lexical partition to the semantic partition pre-
sented in [14] because there is no metaschema for
the semantic partition. For details of the semantic
partition, see Section 2.3.

2. Background
2.1. A metaschema of the SN

The notion of metaschema was introduced in [8] as
an abstraction of the SN. A metaschema is based on
a partition of the SN where the SN's I5-A hierarchy is
partitioned into disjoint semantic-type groups. A
semantic-type group is called connected if its
semantic types together with their respective 15-A
links constitute a connected subgraph of the SN with
a unique root. A partition is called connected if each
of its semantic-type groups is connected. A
metaschema is based on a connected partition of
the SN. Additicnally, while a semantic-type group
can be a singleton {i.e., a group of one semantic
type), that semantic type cannot be a leaf in the
SN’s hierarchy. This condition is imposed because
the metaschema should manifest some size reduc-
tion, which singletons do not contribute to. How-
ever, a singleton containing a non-leaf semantic
type is allowed, since it may express an important
internal branching point in the metaschema.

in a metaschema, each semantic-type group of
the partition is represented by a single node, called a
meta-semantic type. Two kinds of relationships
connect meta-semantic types. The hierarchical
meta-child-of relationships between meta-semantic
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Figure 2 A partition example of the Event hierarchy of the SN.

types are derived as abstractions of the SN’s
IS-A links, The non-hierarchical relationships, called
meta-relationships, are derived from the SN’s
semantic  (non-hierarchical) relationships. The
meta-child-of hierarchy supports inheritance of
meta-relationships. Details of these derivations
were presented in [8,11], and a summary appears
in Section 3.2.

For example, the hierarchy of the Event portion
could be partitioned into the five semantic-type
groups shown in Fig. 2. Each semantic-type group
is represented by a meta-semantic type in the
corresponding metaschema. A meta-semantic type
PHenomENON OR Process” is defined to represent the
semantic-type group rooted at Phenomenon or
Process in Fig. 2. The metaschema hierarchy
derived from the partition in Fig. 2 is shown in
Fig. 3.

Overall, a diagram of a metaschema serves as a
good visualization mechanism supporting orienta-
tion to the SN and, in turn, the META, and helps in
the navigation of the UMLS knowledge, In [8] we
introduced various partial graphical views of groups
of semantic types supported by the metaschema
paradigm. These views can help in orientation of
a user to the full scope of the SN's semantic relation-
ships. In addition to the notion of metaschema,

2 Meta-semantic types wilt be written in “small caps” style.

other previous work has focused on different meth-
ods to facilitate UMLS knowledge comprehension
and visualization. Bodenreider and McCray
described how to use visualization of semantic rela-
tionships as important indicators to explore coher-
ence of semantic groups and help in auditing and
validating the SN [15]. In [16], Nelson et al. pre-
sented the Hypercard browser MetaCard to enable
users to extend the browsing process from META toa
variety of different knowledge sources. In [17],
knowledge exploration tools using levels of indenta-
tion to represent items standing in hierarchical
relationships were used for displaying biomedical
hierarchies in environments such as Protégé-2000. A
review of knowledge visualization and navigation in

Event

AN

Activity Phenomenon
of Process

AN

Physiologic Pathologic
Funetion Funetion

Figure 3 Metaschema hierarchy corresponding to the
partition of the Event hierarchy of Fig. 2.



S31nNpanoly

 uoieziEsIn “A1o1

‘puig ¢ LE :

Awoyedy

q3_>5u< dmccsmw._uwz 0 Ajieq o_>m;m.mm.~m=n_>ﬁc_ 1U2A3 un>su< BEEmm .>u_>5u<._mcosmﬁ_:uuo...., : ) - ”.Eo;mcwm _u:m mm_“_>5u<,”

e o

A lexical metaschema for the UMLS semantic network



L. Zhang et al.

the medical domain was presented by Tuttle et al. in
[18].

2.2. The cohesive metaschema

We derived the cohesive metaschema in [8] based on
the cohesive partition of the SN [9] into semantic-
type groups satisfying semi-structural uniformity
and semantic coherence. The cohesive partition,
in fact, was an enhanced partition of the structural
partition {9]. We defined the relationship structure
of a semantic type to be the set of semantic rela-
tionships emanating from that semantic type,
Therefore, in the structural partition, semantic
types exhibiting the same relationship structure
were grouped in the same semantic-type group.
Hence, all semantic types in each semantic-type
group of the structural partition are structurally
uniform. A semantic-type group which has only
one semantic type is called a singleton. The result-
ing structural partition contained 71 semantic-type
groups. Among those 71 groups, 47 were singletons.

An effective partition should reflect not only the
structure of semantic types, but also the semantics
of those types. One way to guarantee the semantic
coherence of a group is to make sure all the seman-
tic types in the group are subsumed under one
category, i.e., the group has one unique root. Some
semantic-type groups in the structural partition had
two roots, which means that those groups were not
semantically coherent. Furthermore, the large
number of singletons made the structural partition
inappropriate for defining a metaschema.

To address these two problems of the structural
partition, rules were defined in [9] to merge leaf
singletons into the groups of their respective par-
ents and enforce that each semantic-type group
have a unique root semantic type. In this way an
enhanced partition referred to as the cohesive par-
tition containing 28 semantic-type groups was
obtained.

Based on the cohesive partition, the cohesive
metaschema was derived, containing 28 meta-
semantic types, 26 meta-child-of relationships,
and 133 meta-relationships. Its hierarchy consists
of two trees rooted at the Entiry and Event meta-
semantic types, similar to the situation in the I1S-A
hierarchy of the SN. However, these two trees are
more compact than the corresponding trees of the
SN.

2.3. The semantic partition
In [14], McCray et al. presented a partition of the

SN into 15 groups, with each group representing a
subject area. This partition was derived externally

since the authors first picked different subject
areas in medicine and then assigned each semantic
type to a proper subject area. The groupings of
semantic types were subject to a set of general
principles including, semantic validity (the groups
must be semantically coherent); parsimony (the
number of groups should be as small as possible);
exclusivity (each semantic type must belong to
only one group); completeness (the groups must
cover the full domain); naturalness {the groups
characterize the domain in a way that is accepta-
ble to a domain expert); utility (the groups must
be useful for some purpose). Table 1 shows the 15
groups resulting from applying these rules, Two
possible methods were presented to measure the
degree of semantic coherence for each group in the
resulting partition. One way is to see if all semantic
types in a group are hierarchically related to each
other. The other way is to analyze the semantic
relationships exhibited by semantic types in a given
group. The resulting partition can be used for dis-
play purposes to reduce conceptual complexity and
provide a broad overview of the SN. It might also
be helpful in discovering inconsistencies in the
representation of the SN.

3. Methods

We first intreduce our [exical partitioning technique
for generating a lexical partition. Then we describe
how to derive the lexical metaschema based on the
lexical partition. We further present the comparison
techniques used to compare the lexical metaschema
to the cohesive metaschema of [8]. Similar techni-
ques are used to compare the lexical partition and
the semantic partition of [14].

3.1. A lexical partitioning technique based
on string matching

Our lexical partitioning technique is based on string
matches among pairs of child and parent semantic
types. We define the notion of “string match” in the
following, where we use the term “child/parent
pair’” (“CP-pair” for short) to denote a pair of
semantic types (T4, T2} such that T is a child of
T, in the SN.

Definition 1 (string match). Let (T4, T;) be a CP-
pair. A string match between T4 and T3 is a triple
(T4; T2; S) such that S is a string appearing both in
the definition of Ty and the name of T;. S is called
the common string and must contain one or more
(not necessarily consecutive) complete words
(ignoring case).
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For example, the definition of Plant contains the
word “organism” which happens to be the name of
its parent Organism. Hence, there is a string match
(Plant; Organism; *“organism’’), On the other hand,
there is no string match from Biologically Active
Substance to its parent Chemical Viewed Func-
tionally.

From this overlapping word usage, we define:

Definition 2 {lexically related). A CP-pair (T4, T2)
is said to be lexically related if there exists a string
match between T4 and T,.

For example, the CP-pair (Plant, Organism} is
lexically related, while (Biologically Active Sub-
stance, Chemical Viewed Functionally) is not lexi-
cally related. The child in a CP-pair that is not
lexically related is called lexically independent
from its parent. The two roots of the SN, Entity
and Event, are also called lexically independent
since they do not have parents to which they may
be related.

In order for a metaschema to help users in their
orfentation to the SN, its associated partition must
have semantic-type groups that capture various
subject areas within the medical field. An under-
tying assumption of our lexical partitioning techni-
que is that if a CP-pair is lexically related, then both
semantic types belong to the same subject area and
should therefore be in the same semantic-type
group. If, on the other hand, a CP-pair is not lexi-
cally related, then the child can be seen as a
transition to a new {although still hierarchically
related) subject area. The child in this case will
be made the root of a new semantic-type group in
the lexical partition. Its own lexically related chil-
dren and, in turn, all their lexically retated children,
etc., will be part of this semantic-type group, too.

The justification for the above assumption is that
SN’s semantic types’ definitions are {expected to
be} Aristotelian definitions [19] in which reference is
made to the genus (here, the parent semantic type)
and differences (differentiae) between child and
parent. From a linguistic perspective, the sentence
of the definition of a child semantic type often
contains the name of its parent as its head. We
interpret the occurrence of a string match to indi-
cate a strong semantic connection of the child to the
parent semantic type.

For example, Biologically active substance,
which is lexically independent of its parent, will
start a new subject area and thus will be the root of
a new semantic-type group. In contrast, Plant is
deemed to belong to the same subject area as
Organism, and thus resides in the same semantic-

type group.

To construct the lexical partition, we need to
identify all lexically related CP-pairs. That is,
we need to check if string matches exist for
the 133 CP-pairs in the SN. In the following, we
describe the partitioning process as a series of four
steps:

Step 1. Preprocess the definitions and names of all
CP-pairs. The preprocessing includes stop-word
removal, verb-variant processing, and lexical nor-
matization [13,20].

Step 2. Apply the “AllMatches” algorithm (origin-
ally defined in [13]} to the preprocessed CP-pairs to
identify all string matches in the SN,

Step 3. For each CP-pair, if there exists a string
match, mark the CP-pair as “lexically related”;
otherwise, mark it as “lexically unrelated”.

Step 4. For each lexically unrelated CP-pair: if the
child is not a leaf, then the child marks the root of a
new semantic-type group in the partition; other-
wise, the leaf is assigned to the same semantic-type
group as its parent. For each lexically related CP-
pair: the child is assigned to the same semantic-type
group as its parent.

We now review the AllMatches algorithm which is
used in Step 2 to find string matches for all CP-pairs
in the SN. The input file to the algorithm contains
the names and definitions of semantic types after
the preprocessing step.

In the description of the AllMatches algorithm,
we assume that Ty, Ty,..., Ty are all semantic
types in the SN. (In the 2003 version, m = 135.)
We use the notation DEF(T;) to represent the defini-
tion of the semantic type T;, 1 <i< 135, after
preprocessing. NAME(T;) is used to represent the
name of T;, in the form of a string, after pre-
processing. For example, suppose T; =Anatomical
structure, which is defined as “a normal or patho-
logical part of the anatomy or structural organiza-
tion of an organism”. After preprocessing,
NAME(T;) =“anatomy structure” and DEF(T;) =
“normal pathology part anatomy structure organi-
zation organism”,

In the following AllMatches algorithm, we use a
list L to hold all common strings. We also use the
following functions defined for lists:

Length( ): Return the number of elements in the
list.
Retrieve(k): Retrieve the k" element of the list.

AllMatches algorithm: Find all string matches in
the SN.
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For (i=1 to m)
For all T; (1<j<m & j # i)
If (T is a child@ of T,)

L = FindCommenStrings(DEF(T;), NAME(T;));
//write string matches to the output file

For (k=1 to L.Length())
{ 8= L.retrieve(k);

// get the k% element of L

write (T;; Ty S) to output file;

}

The function FindCommonStrings(Ry, R») is used
to find all common strings involving a given pair of
strings Ry and R;. During a call, Ry is the definition of
a semantic type T; in a string format, and R; is the
name of a semantic type T; as a string. For each CP-
pair (T;, T;) we call FindCommonStrings(DEF(T;),
NAME(T;)) to get all possible common strings
between DEF(T;) and NAME(T;). Each such common
string is inserted into L, We say that a match is
redundant if its constituent common string § is a
substring of another match’s common string (again
ignoring  case). FindCommonStrings(DEF(T;),
NAME(T;)) identifies the redundant matches and
does not return them. So, L contains no redundant
common strings. Finally, all string matches (T;; T;; S}
are written to the output file. After AllMatches has
been executed, we have a file containing all string
matches for all CP-pairs in the SN.

We must note that even though “lexically
related” is not transitive, the following is a conse-
quence of our rules. If (B, A) is a lexically related
CP-pair, then B is assigned to the same semantic-
type group as A. Meanwhile, if {C, B) is a lexically
related CP-pair, then C is assigned to the same
semantic-type group as B. Therefore, A, B, and C
will be in the same semantic-type group in the
lexical partition.

3.2, Metaschema derivation

With the lexical partition in place, we can derive the
lexical metaschema, A metaschema comprises
three kinds of components: meta-semantic types,
meta-child-of relationships, and meta-relation-
ships. These are defined below along with their
derivations.

A meta-semantic type is a node defined to repre-
sent a single semantic-type group, It is given the
name of the semantic-type group’s root. The root of
the semantic-type group is, by definition, also called
the root of the meta-semantic type. The size of a
meta-semantic type is the number of semantic types
in the group it represents.

A meta-child-of relationship (“meta-child-of”
for short) is a link between two meta-semantic types

representing an I5-A relationship between two
semantic types of the corresponding semantic-type
groups. More specifically, let A and B, be semantic
types in the semantic-type groups of meta-semantic
types A and B, respectively. Furthermore, let B, be
the root of B and B, IS-A A. Then in the metaschema, -
we define a meta-child-of directed from B to A. Note
that the semantic type A does not need to be the
root of its meta-semantic type. Only the source B,
has to be a root in order for a new metga-child-of to
be induced in the metaschema. The derivation of
the'meta-child-of links is motivated in detail in [8].
A meta-relationship is a link between two meta-
semantic types representing a specific semantic
relationship {non-i5-A relationship) between the
two corresponding semantic-type groups. Specifi-
cally, let A. and B be semantic types in the seman-
tic-type groups of meta-semantic types A and B,
respectively. Furthermore, let A, be the root of A
and let there exist a semantic relationship rel from
A. to B. Then in the metaschema, there exists a
meta-relationship re1? directed from A to B. Note
that the semantic type B does not need to be the
root of its meta-semantic type. Only the source of
the relationship ref {(i.e., A;) has to be a root in order
for a new meta-relationship ref to be induced in the
metaschema. We will now justify this choice.
Suppose there is a meta-relationship rel from a
meta-semantic type A to a meta-semantic type B in
the metaschema. Our interpretation of this meta-
relationship is that for every semantic type A, in the
group represented by A, there must exist a semantic
type B; in the group represented by B, such that in
the SN there is a semantic relationship relf from A; to
B;. This interpretation is proper only if in the SN re!
exists from the root A, of the meta-semantic type A,
since each semantic type A; in the group repre-
sented by A inherits this relationship (see Fig. 4).
As an example of an SN relationship that will not
appear in the metaschema, consider Fig. 4, where
we show a specific A; (a child of A,) having another
relationship rela to a semantic type in B. Because A;
is a non-root semantic type, rela will be inherited

3 Meta-relationships will be written in a courfer font.
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Figure 4

only by A;'s descendants, not all semantic typesin A.
Thus, rela will not occur in the metaschema.

3.3. Comparison techniques

3.3.1. Comparison of metaschemas
In our comparison of two metaschemas, we will
consider not only the meta-semantic types’ names
but also the underlying semantic-type groups repre-
sented by the meta-semantic types. To support the
comparison, we need some definitions.

Let My and M, be two metaschemas of the SN.

Definition 3 (identical). A meta-semantic type Ain
M, is identical to a meta-semantic type B in My if
both meta-semantic types have the same underlying
semantic-type group.

Definition 4 (similar}. A meta-semantic type A in
My is similar to a meta-semantic type B in M, if the
roots of their underlying semantic-type groups are
the same, while the groups are different.

This definition implies that the names of two
similar meta-semantic types are equal. To better
understand the differences between pairs of similar
meta-semantic types, we note that in some cases,
the difference reflects various levels of granularity
in the partition, rather than a major disagreements
between the metaschemas. A meta-semantic type
in one metaschema may be split into several sepa-
rate meta-semantic types in the other metaschema.

m.......

— —

15-A refationsisip

inhwrifed semantic
relationship

Interpretation of the definition of meta-relationship.

To be formal, we define “refinement’ for meta-
semantic types as follows. Let Gu(A) denote the
semantic-type group represented by the meta-
semantic type A in the metaschema M.

Definition 5 (Refinement). Let Abe a meta-seman-
tic type in metaschema M;. If there exists a set of
meta-semantic types {By, By, ..., B} (k>2) in
metaschema M, such that Gy, (A) = UK Gy, (B),
then the set {B4, By, ..., Bid is called a refinement
of A.

In our comparison we will measure the percen-
tage of identical and similar meta-semantic types
and their refinements.

3.3.2. Comparison of partitions

The semantic partition in [14] is not a connected
partition since some semantic-type groups have
isolated semantic types or more than one tree.
Therefore, there is no metaschema that can be
derived from that semantic partition. Hence, we
can only compare the lexical partition with the
semantic partition. Furthermore, since the groups
in the semantic partition are not named after
semantic types, we cannot compare names of
groups. We can only compare the semantic-type
groups of the two partitions. To support the com-
parison, we need some definitions.

Let Py and P; be two partitions of the 5N.

Definition 6 (identical). A semantic-type group A
in Py is identical to a semantic-type group B in Py if



both semantic-type groups have the same set of
semantic types.

We only define similarity between two semantic-
type groups that are connected. As mentioned
before, we require that each connected group of
the SN have a unique root.

Definition 7 (similar). A semantic-type group A in
P4 is similar to a semantic-type group B in P, if the
roots of the two groups are equal and the set of
semantic types in A is a subset of the set of semantic
types in B or the set of semantic types in B is a subset
of the set of semantic types in A.

To better understand the differences between
pairs of semantic-type groups, we note that in some
cases the difference reflects various levels of gran-
ularity in the partition rather than a major differ-
ence. Asemantic-type group in one partition may be
split into several separate semantic-type groups in
the other partition.

We define *“refinement” for semantic-type
groups as follows. Let Sp{A) denote the set of
semantic types of the semantic-type group A in
the partition P.

Definition 8 (refinement). Let A be a semantic-
type group in partition Py. If there exists a set of
semantic-type groups {B;, B, ..., B} (k>2) in
partition P, such that Sp (A) = UK ;Sp, (By), then
the set {By, By, ..., By} is called a refinement of
the semantic-type group A,

In our comparison we will measure the percen-
tage of identical and similar groups and their refine-
ments.

4, Results
4.1. Lexical metaschema

Applying the “AllMatches” algorithm (Section 3.1)
to the 133 CP-pairs results in string matches invol-
ving 88 CP-pairs. The string match {Plant; Organ-
ism; “organism’’) is one of them. Hence, about 70%
of the children in the SN refer to the name or part of
the name of their respective parents in their defini-
tions. Therefore, there are 88 lexically related CP-
pairs and 45 that are not lexically related.

In total, there are 47 lexically independent
semantic types (including Entity and Event), among
which 21 are non-leaf semantic types, and 26 are
leaves. For example, the pair (Organism, Physical

Object) is not lexically related, and Organism is a
non-leaf semantic type. The pair (Human, Mammal)
is not lexically related either, but Human is a leaf.
Table 2 displays all 47 lexically independent seman-
tic types. Each of the 21 non-leaf, lexically inde-
pendent semantic types starts a new semantic-type
group. Each of the 26 lexically independent leaves is
assigned to the group of its respective parent. The
two semantic types of each of the 88 lexically
related CP-pairs are assigned to the same respective
groups.

For example, Organism is a non-leaf, lexically
independent semantic type; its child Archaeon is a
lexically independent leaf; and the CP-pair (Crgan-
ism, Plant) is lexically related. Hence, Organism
starts a new semantic-type group; Archaeon and
Plant are also assigned to this group. The chart in
Fig. 5 shows the distributicn of the number of
sernantic-type groups according to their sizes. For
example, there are four semantic-type groups of
size six.

In Table 3 each row shows a root of a semantic-
type group, the group’s size, and the complete list
of the semantic types in the group. For example, the
semantic-type group rooted at Organism has 17
semantic types which are listed in the first row of
the table. The groups are listed according to the
order of their roots in Table 2.

With the lexical partition in place, the lexical
metaschema can be derived. For example, a meta-
semantic type PatHoLocic FuncTion is defined to repre-
sent the semantic-type group rooted at Pathologic
Function. Pardococic Funcmion has six constituent
semantic types. Pathologic Function is the root
of PatHoLocic Funcmion, and Biologic Function is in
the group represented by PHENOMENON OR PROCESS. Since
Pathologic Function IS-A Biologic Function in the
SN, there exists a meta-child-of link directed from
PatHoLoGic FuNcTioN to PHENOMENON OR PROCESS. Mean-
while, the four semantic relationships, co_oc-
curs_with, complicates, manifestation
of, and occurs_in, are defined from Pathologic
Function, the root of ParsoLogic Funcrion, to Injury or
Poisoning, which is in PHENOMENON OR PROCESS. There-
fore, four meta-relationships, co_occurs_with,
complicates, manifestaticn_of, and oc-
curs_in, are defined from ParroLogic Funcrion to
PHENOMENON OR PROCESS.

The hierarchy of the lexical metaschema is shown
in Fig. 6, The size of a meta-semantic type is dis-
played in parentheses following its name. Fig. 7
shows the metaschema including all meta-child-
of's and meta-relationships. Overall, the
metaschema contains 21 meta-semantic types, 19
meta-child-of's, and 86 meta-relationships. The
average size of a meta-semantic type is close to six.
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L. Zhang et al.

2

1

5535014 213se)doaN

R uEsio 10 ammho_.u n_”.%om ..m._Eu S JEDIONeuY.

H .::muumm”.,cm_ 1 nE<m. S
_ .mmz Hueld fwsivedio: . /L
dniods ur s3dfy apuewas < szis

Ew_c.wmho

UbLLas: ho uoox‘m.

._u.__m ystd .m_ .amz Em::z EEE«..E BEn_m m> :




A lexical metaschema for the UMLS semantic network

13

=i

“Substance

lazardéus or Poisonals Substance;

mical Viewed Stricturally;

‘::Bédy' Substance Féo

Element, lon; or isotope

anic Chemical;

Acid, Nucleoside,

Ghém'icé_lﬁ Amnino 4 stide

-Organic-Chemica

135

Total: 21

“Table 4'" Idefitical: metacs
“sive-and-|

- ORGANIZATION
RGANISM  ATTRIBUTE
THOLOGIC. FUNCTION.
HARMACOLOGIC: SUBSTANCE

meta-semantic type in both metaschemas repre-
senting the same underlying semantic-type group
containing seven semantic types. Table 4 lists all the
identical meta-semantic types and their sizes.
Hence, both metaschemas agree that these eight
meta-semantic types represent important subject
areas in the SN. Altogether, they cover 33 semantic
types (i.e., 24.4% of the SN).

In the following, we will write the number of
semantic types (size} of a meta-semantic type in
parentheses fellowing its name for convenience of
our comparison.

There are seven similar meta-semantic types. For
example, PrsnomeNon or PROCESs (4) in the cohesive
metaschema is similar to Pxenomenon or Process (6} in
the lexical metaschema. Table 5 shows these similar
meta-semantic types along with their sizes in each
of the two metaschemas. In the cohesive
metaschema, these seven meta-semantic types
cover 41 semantic types, which is about 30.4% of
the SN. In the lexical metaschema, these seven
meta-semantic types cover 65 semantic types,
which is about 48.1% of the SN,

To better understand the nature of the similarity
represented in Table 5, we will explore refinements
in both directions. As a refinement of the cohesive
metaschema, consider the meta-semantic type loea
or concerT{14) in the cohesive metaschema. This
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Figure 6 Lexical metaschema hierarchy.

meta-semantic type is split into three separate
meta-sermnantic types, IDEa OR CONCEPT (6), SPATIAL CON-
cepr (4), and MoLecuiar ssquence (4), in the lexical
metaschema. In other words, {lbea or concerT (6),
SraTIAL CONCEPT {4), MoLECULAR sEQuENCE {4)} in the lexical
metaschema is a refinement of Ipea or concerT(14) in
the cohesive metaschema. This refinement case
covers 14 semantic types in both metaschemas,

In the other direction, considering refinements of
the lexical metaschema, there are three cases. As
an example, {PHENOMENON OR PROCESS (4), NATURAL PHENOM-
ENON OR PROCESS (1), BioLogic FuncTion (1)3 in the cohesive
metaschema is a refinement of PHENOMEMON OR PROCESS
(6) in the lexical metaschema. Table 6 shows
these three cases of refinement of the lexical
metaschema which cover 34 semantic types in both
metaschemas.

Note that if there is a refinement case, then there
is a meta-semantic type in one metaschema that is
similar to one of the meta-semantic types in the
refinement. For example, {PHENOMENON OR PROCESS (4),
NATURAL PHENOMENON OR PROCESS (1), BioLogic FuncTion (1)} in
the cohesive metaschema is a refinement of PHeENOM-
ENON OR PROCESS (6} in the lexical metaschema, where
the PHENOMENON OR PROCESS meta-semantic types in both

metaschemas are similar. However, naot for every
case of similar meta-semantic types is there a case
of refinement. For example, Entiyand Evenrare both
cases of similarity, but they do not have refine-
ments. The total number of semantic types covered
by refinements in either direction is 48 (about
35.6%).

Besides the identical meta-semantic types, the
simitar meta-semantic types, and the meta-seman-
tic types appearing in refinements, there are
six meta-semantic types that appear exclusively
in the cohesive metaschema; these are Bexavior,
OcCuUpATIONAL ACTIVITY, HEALTH CARE ACTIVITY, RESEARCH ACTIVITY,
ManuracTureo oBJecT, and Grour There are four meta-
semantic types that appear exclusively in the lexical
metaschema; these are Activity, PHYSICAL OBJECT,
OrGANIC cHEMiCAL, and Lipip.

To summarize our comparison results, if we con-
sider only the meta-semantic type names and not
the underlying semantic-type groups, then 15 out of
the 21 (about 71.4%) meta-semantic types in the
lexical metaschema alsc appear in the cohesive
metaschema. However, in the more precise compar-
ison, there are 81 semantic types covered by iden-
tical meta-semantic types or refinements (about

HENOMENON-OR :PROCESS (6

- OrgaMish (17)
i ANATOMICAL: STRUCTURE

Cfotal: 3
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Figure 8 Hierarchies of cohesive and lexical metaschemas.

60.0%). This shows that the cohesive metaschema
and the lexical metaschema have only moderate
similarity to each other.

4.3. Comparison between the lexical
partition and the semantic partition

Since there is no metaschema for the semantic
partition in [14], we can only compare our lexical
partition to the semantic partition.

The lexical partition contains 21 semantic-type
groups, while the semantic partition contains only
15 semantic-type groups. An obvious difference

between these two partitions is that each group
in the lexical partition is a connected group, rooted
at a unique semantic type, while six groups in the
semantic partition are not connected. Each discon-
nected group either contains isolated semantic
types having no IS-A paths to any other semantic
types in the group, or contains a forest with two or
more trees.

There are only two identical semantic-type
groups between the two partitions. They are the
OraanizaTioN (4) group and the OccupaTioN oR DISCIPLINE (2)
group. Altogether, they only cover six semantic
types of the 5N,
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There is only one similar semantic-type group in
the two partitions. The Event (1) semantic-type
group in the lexical partition contains only one
semantic type Event, which is a subset of the
semantic-type group AcTivities AND BEHAVIOR {9) in the
semantic partition.

There is only one refinement case between
the two partitions. {PHvsioLoGIC FUNCTION (7), ORGANISM
artriBUTE (2)} in the lexical partition is a refine-
ment for the PHysioLogy (9) group in the semantic
partition.

The total number of semantic types covered via
either identical semantic-type groups or refine-
ments is only 15 (11%). The large variation between
the two partitions indicates that the two partitions
are quite different from one another.

5. Discussicn

The metaschema has been used for two applica-
tions, One of them is the creation of small views and
the other is to audit the UMLS. The main use of
metaschemas is in their support for comprehension
of a large and complex network such as the UMLS SN,
in [8,11] we described how the framework of a
metaschema supports the definition of a variety
of partial views of the SN. By separately studying
such partial views reflecting various subject areas of
the SN, the user is able to slowly achieve orientation
to parts of the SN, understand their interactions
with one another, and eventually gain a comprehen-
sive orientaticn to the whole complex SN. The
orientation efforts may be supported by navigation
of the metaschema. Such an approach takes into
account the size limitation of both human mental
capacity and graphical display devices. For details,
see [8].

In [10] a metaschema is used to concentrate
auditing efforts on a small number of concepts of
the UMLS with high likelihood of errors. Those are
concepts which are assigned to several semantic
types belonging to different meta-semantic types.
The high *semantic distance’ between semantic
types of two different meta-semantic types raises
the likelihood of an erroneous assignment for such
concepts. All concepts associated with exactly the
same set of semantic types form an intersection
group. The results in [10] confirm this phenomenocn
for such small intersection groups of less than ten
concepts. For details see [10].

The lexical technigue was one of two techniques
we used in [13] to identify extra 1S-A relationships to
obtain the enriched semantic network (ESN) of the
UMLS. The ESN hierarchy has a directed acyclic
graph (DAG) structure and consists of 139 semantic

types and 150 IS-A relationships. Out of the 19 new
IS-A relationships of the ESN, which are not in the
SN, 12 define lexically related CP-pairs {63%), com-
pared to 70% in the original SN, as mentioned
before.

We compared the new {exical metaschema with
our previously derived cohesive metaschema. The
two metaschemas are shown to be moderately simi-
lar. A natural question is: which of the two would be
more appropriate to support user orientation.
Reviewing the two metaschemas and especially
their differences {see Fig. 8), we see that each of
them has strengths and weaknesses.

For example, we find that the meta-semantic
type PHENOMENON OR PROCESS of six semantic types in
the lexical metaschema has a refinement into the
three meta-semantic types {PHENOMEMON OR PROCESS
(4), NATURAL PHENOMENON OR PROCESS (1), BIOLOGIC FUNCTION
(1)} in the cohesive metaschema. We prefer the
one set of six, because unless essential, we do not
like singletons in the metaschema. In ancther
case, we prefer the refinement {IDEA OR CONCEPT
(6}, SeamiaL concerT (4), Motecular sequence (4)} of
the lexical metaschema to the meta-semantic type
lbea or concerT (14) in the cohesive metaschema,
since the corresponding group in the cohesive
partition is too large, too wide, and non-homo-
geneous in its coverage. The partition into these
three medium-sized meta-semantic types in the
lexical metaschema is into meaningful subject
areas and is preferred.

But there are examples where we prefer the
cohesive metaschema. For example, we prefer
the meta-semantic type ManuracTurep ossect (5) of
the cohesive metaschema to the corresponding
meta-semantic type PHysicaL oBlEcT {6) in the lexical
metaschema which contains the extra semantic
type Physical Object. In our opinion, Physical
Object is a more general term that belongs to the
Esmity meta-semantic type which contains other
general terms, while the semantic types in the
meta-semantic type MANUFACTURED OBJECT are more
specific terms.

In conclusion, for both metaschemas obtained
algorithmically, many groups seem semantically
proper, but some groups seem improper. Each of
the techniques fails in different subject areas.

In a stark contrast, the comparison between the
lexical partition and the semantic partition shows
very little resemblance. The main reason is that
these two partitions do not follow the same basic
principles. The lexical partition is inte connected
groups, disallowing singleton leaves. The groups are
named after their root semantic types.

The semantic partition groups are chosen to
cover subject areas in the field of medicine and
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do not necessarily correspond to semantic types.
Furthermore, the groups are not required to be
connected. Due to this last property, the semantic
partition is not suitable for defining a metaschema.
As a matter of fact, 9 out of the 15 groups are not
connected. Due to this flexibility, the groups of the
semantic partition are different from the lexical
groups containing some of the same semantic types.
For example, consider the Awnatomy group of the
semantic partition versus the ANATOMICAL STRUCTURE
group of the lexical partition. Both groups have
11 semantic types, but the Anatomr group contains
four isolated semantic types which are not con-
nected to one another: Body Substance, Body
Location or Region, Body Space or Junction, and
Body system. On the other hand, the group is
missing four semantic types which belong to the
AnsromicaL sTRUCTURE group of the lexical partition,
namely, Gene or Genome which was put in the Gene
AND MOLECULAR SEQUENCES group in the semantic parti-
tion, and Anatomical Abnormality with its two
children which were put in the Disoroers group in
the semantic partition. We also note that in the
evaluation of the semantic groups by visual
approaches in [15] by the same authors, the con-
clusion is that some of their groups should be chan-
ged. For example, the disconnected Lwing BEmNGS
group should be split into two connected groups
Creanism and Grougs, the first of which matches the
Orcanism group of the lexical partition. In conclusion,
taking into account the different nature and
assumptions of these two partitions, it is not sur-
prising that they are so different.

6. Conclusions and future work

A metaschema is a compact, abstract view of the
SN. Various metaschemas are possible. In this paper,
we presented the lexical metaschema derived via an
algorithmic lexical partitioning approach. In pre-
vious work [8], we presented the <cohesive
metaschema derived according to purely structural
considerations. In that metaschema, each meta-
semantic type represented a group of semantic
types with the same {or almost the same} relation-
ships. These two algorithmically derived metasche-
mas were compared in this paper and we found them
to be moderately similar. Depending on the compar-
ison method used, we found a similarity value of
71.4% from meta-semantic level or 60% from seman-
tic type coverage level. A natural question is: which
of these two metaschemas is better in supporting
user orientation to the SN? To answer this question,
we need a way to measure the overall quality of a
given metaschema. As can be expected, each

metaschema has its advantages and disadvantages.
This observation leads us naturally to ask: can we
construct a metaschema that incorporates the
“good parts” of each of the above metaschemas
while avoiding their pitfalls? These issues will be
addressed in our future research.
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