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Summary

Objective: A metaschema is an abstraction network of the UMLS’s semantic network
(SN) obtained from a connected partition of its collection of semantic types. A lexical
metaschemawas previously derived based on a lexical partition which partitioned the
SN into semantic-type groups using identical word-usage among the names of
semantic types and the definitions of their respective children. In this paper, a
statistical analysis methodology is presented to evaluate the lexical metaschema
based on a study involving a group of established UMLS experts.
Methods: In the study, each expert was asked to identify subject areas of the SN based
on his or her understanding of the various semantic types. For this purpose, the expert
scans the SN hierarchy top-down, identifying semantic types, which are important and
different enough from their parent semantic types, as roots of their groups. From the
response of each expert, an ‘‘expert metaschema’’ is constructed. The different
experts’ metaschemas can vary widely. So, additional metaschemas are obtained
from aggregations of the experts’ responses. Of special interest is the consensus
metaschema which represents an aggregation of a simple majority of the experts’
responses. Statistical analysis comparing the lexical metaschema with the experts’
metaschemas and the consensus metaschema is presented.
Results: The analysis results shows that 17 out of the 21 meta-semantic types in the
lexical metaschema also appear in the consensus metaschema (about 81%). There are
107 semantic types (about 79%) covered by identical meta-semantic types and
refinements. The results show the high similarity between the two metaschemas.
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Furthermore, the statistical analysis shows that the lexical metaschema did not
grossly underperform compared to the experts.
Conclusion: Our study shows that the lexical metaschema provides a good approx-
imation for a partition of meaningful subject areas in the SN, when compared to the
consensus metaschema capturing the aggregation of a simple majority of the human
experts’ opinions.
# 2005 Elsevier B.V. All rights reserved.
1. Introduction

The Semantic Network (SN) [1—3] is one of the three
knowledge resources of the Unified Medical Lan-
guage System (UMLS) [4,5]. SN consists of 135 broad
categories called semantic types. Pairs of semantic
types are connected by hierarchical (IS-A) and non-
IS-A semantic relationships (in short, semantic rela-
tionships). The SN provides an overarching abstrac-
tion of the Metathesaurus (META) [6,7] which is the
concept repository of the UMLS with about 900,000
concepts in [8]. The SN can help in user orientation
into the large META knowledge base, as each con-
cept in the META is categorized as belonging to one
or more semantic types.

There are about 7000 semantic relationships con-
necting pairs of semantic types in the SN. Hence,
although the size of the SN is magnitudes smaller
than the size of the META, it is still hard for a user to
comprehend the SN.

In order to support orientation into the SN, we
introduced the notion of a metaschema [9]. A
metaschema is a higher-level network that serves
as a compact abstraction of the SN. As shown in [9],
the notion of a metaschema offers various compact
partial views which can help users in their orienta-
tion to the SN. In [10] an auditing technique for
concept categorizations based on a metaschema
was presented. These applications of metaschemas
are presented in Section 2.3.

A metaschema is based on an underlying partition
of the SN into connected groups of semantic types.
Forexample, thecohesivemetaschema in [9] is based
on our partition of the SN presented in [11]. In our
previous work, we derived the lexical metaschema
[12] based on a lexical partition using identical word-
usage among the names of semantic types and the
definitions of their respective children. A more
detailed description of the lexical partition and lex-
ical metaschema is presented in Section 2.2.

In this paper we will present techniques to eval-
uate the lexical metaschema’s quality. For this pur-
pose, we conducted a study involving a group of
experts who have published on UMLS research or
related topics. In this study, each expert was asked
to manually mark semantic types which are deemed
as important and sufficiently different compared to
their parents. These semantic types serve as roots of
semantic-type groups of his/her partition of the SN.
By doing this, each expert derived his/her own
partition. A metaschema, called an expert
metaschema, can then be built from each such
partition. We found that these expert metaschemas
vary so widely that they cannot serve as suitable
evaluation yardsticks for our lexical metaschema.
Therefore, we built a collection of ‘‘cumulative
metaschemas,’’ each of which represents a level
of aggregation of experts’ opinions. Of particular
interest is the consensus metaschema which was
selected from these cumulative metaschemas to
represent a simple majority of experts’ opinions.
The lexical metaschema was then compared in
detail to the expert metaschemas and the consensus
metaschema using a statistical analysis method. The
comparison results are presented and analyzed.
2. Background

2.1. Metaschema of the SN

The notion of metaschema was introduced in [9] as
an abstraction of the SN. A metaschema is based on
a connected partition of the SN where the SN’s IS-A
hierarchy is partitioned into disjoint semantic-type
groups. A partition is said to be connected if each of
its semantic-type groups satisfies the condition that
its semantic types together with their respective IS-
A links constitute a connected subgraph of the SN
with a unique root. Additionally, while a semantic-
type group can be a singleton (i.e., can contain only
one semantic type), that singleton semantic type
cannot be a leaf in the SN’s hierarchy. This condition
is imposed because the metaschema should mani-
fest some size reduction, which singletons do not
contribute to. However, a singleton containing a
non-leaf semantic type is allowed, since it may
express an important internal branching point in
the metaschema.

In a metaschema, each semantic-type group
of the partition is represented by a single node,
called a meta-semantic type (MST). Two kinds of
relationships connect meta-semantic types. The
hierarchical meta-child-of relationships between



An expert study evaluating the UMLS lexical metaschema 221

Figure 1 Partition example for the Event portion of the SN hierarchy.

Figure 2 Metaschema hierarchy of the partition of the
Event portion.
meta-semantic types are derived as abstractions of
the SN’s IS-A links. The non-hierarchical relation-
ships, called meta-relationships, are derived from
the SN’s semantic (non-IS-A) relationships. Details of
these derivations were presented in [9,13].

For example, the hierarchy of the Event portion
could be partitioned into five semantic-type groups
as in Fig. 1. Note that one group is a singleton
containing only Event. Each semantic-type group
is represented by a meta-semantic type in the
corresponding metaschema, e.g., a meta-semantic
type PHENOMENON OR PROCESS1 is defined to represent
the semantic-type group rooted at Phenomenon or
Process in Fig. 1. Themetaschema hierarchy derived
from the partition of the Event portion is shown in
Fig. 2.

In [9] we derived the cohesive metaschema
based, with slight modifications, on the structural
partition of the SN [11] which groups together
semantic types with the same set of semantic rela-
tionships. In [13] the notion of a metaschema was
extended to a directed acyclic graph (DAG) struc-
ture semantic network. This extension was utilized
1 Meta-semantic types will be written in ‘‘small caps’’ style,
except in diagrams.
to derive two metaschemas for the DAG-structure
UMLS enriched semantic network [14].

2.2. The Lexical Metaschema

The lexical metaschema was derived algorithmically
from a lexical partition of the SN which grouped
lexically related parent and child semantic types
into the same semantic-type group [12].
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In [12], a ‘‘child/parent pair’’ (‘‘CP-pair’’ for
short) is defined as a pair of semantic types (T1,
T2) where T1 is a child of T2 in the SN. A CP-pair
(T1, T2) is a lexically related CP-pair if there exists a
string match between T1 and T2. Such a string match
is defined as a triple (T1; T2; S) where S is a string
appearing both in the definition of T1 and the name of
T2. That is, if the definition of the child semantic type
refers to the name or part of the name of its parent
semantic type, then there is a string match between
the child and its parent. It is assumed that a string
match reflects a lexical relationship between the
child and its parent. Therefore, if there is a string
match between T1 and T2, then the CP-pair (T1, T2) is
lexically related and the child T1 is called lexically
related to its parent T2; otherwise, the child is called
lexically independent. Based on these definitions,we
proposed in [12] an algorithm to identify all lexically
related CP-pairs in the SN. Among the 133 CP-pairs,
88 are lexically related. There were 47 lexically
independent semantic types (including the two roots
Event and Entity), among which 21 are internal
semantic types and 26 are leaves.
Figure 3 The lexic
Then we defined the lexical partitioning rules as
follows. Each non-leaf lexically independent seman-
tic type heads (as a root) a new semantic-type group
in the lexical partition. Each lexically independent
leaf is assigned to the same semantic-type group as
its parent. For each lexically related CP-pair, the
child is assigned to the same semantic-type group as
its parent. By applying these partitioning rules, we
obtained the lexical partition of the SN containing
21 semantic-type groups.

The lexical metaschema was derived from this
lexical partition according to the derivation method
used in [9]. Note that the lexical partition for
the Event portion of SN is the one given in Fig. 2.
The resulting lexical metaschema contains 21
meta-semantic types, 19 meta-child-of relation-
ships, and 86 meta-relationships. The whole lexical
metaschema is shown in Fig. 3. Each rectangle repre-
sents a meta-semantic type. The number in the
parentheses in each rectangle denotes the number
of semantic types in thecorresponding semantic-type
group. Thick arrows denote meta-child-of hierarch-
ical relationships between meta-semantic types,
al metaschema.
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Figure 4 ORGANIC CHEMICAL collection subnetwork.
while thin arrows denote meta-relationships. Some
meta-relationships are represented by numbers in
the figure because of space limitations (see legend).

In [12] the lexical metaschema was compared to
the cohesive metaschema of [9]. It was shown mod-
erately similar to the cohesive metaschema. On the
other hand, when we compared the lexical partition
to a partition of the SN derived in [15], we found
that those two were quite different. For more
details see [12].

2.3. Applications of metaschemas

In this section, we briefly describe two applications
of a metaschema. These applications were
described in detail in [9,10].

2.3.1. Partial views supporting SN orientation
Overall, a diagram of ametaschema serves as a good
visualization mechanism of the SN and, in turn, the
META, and helps in the navigation of the UMLS
knowledge. In [9], we introduced various partial
graphical views of groups of semantic types sup-
ported by the metaschema paradigm. These views
can help in orientation of a user to the full scope of
the SN’s semantic relationships.

In particular we introduce the views of an MST
collection subnetwork, an MST focus subme-
taschema, and a bi-collection subnetwork. A collec-
tion subnetwork is a subgraph of the SN induced by a
semantic-type collection. An MST focus subme-
taschema contains an MST in which the user is
interested (a focus MST) and all its neighboring
MSTs. A bi-collection subnetwork is the subgraph
of the SN induced by two neighboring collections
Figure 5 ORGANIC CHEMICAL
(i.e., the corresponding MSTs are neighbors) in the
metaschema. To illustrate these partial views of the
SN in the context of the lexical metaschema, we
show the ORGANIC CHEMICAL collection subnetwork, the
ORGANIC CHEMICAL focus submetaschema, and the bi-
collection subnetwork of PHENOMENON OR PROCESS/
ORGANIC CHEMICAL in Figs. 4—6, respectively.

Let us describe a scenario of a user employing
these kinds of graphical views to gain an orientation.
The user starts by viewing the lexical metaschema
(Fig. 3) to identify which MST is closest to her
interest. Suppose it is ORGANIC CHEMICAL. Then the
viewer looks at the ORGANIC CHEMICAL collection sub-
network (Fig. 4), and she can see all the semantic
types in the collection and all relationships connect-
ing them.

Once the user gains this knowledge, she might
want to see the interaction between semantic types
of this collection and other external semantic types.
But the number of relationships between semantic
types of this collection and other semantic types
may be overwhelming. Thus, the user can first view
focus submetaschema.
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Figure 6 Bi-collection subnetwork of PHENOMENON OR PROCESS/ORGANIC CHEMICAL.
an abstraction of this interaction by viewing the
ORGANIC CHEMICAL focus submetaschema where the
relationships to and from the various neighboring
MSTs of ORGANIC CHEMICAL are shown (Fig. 5). If, for
example, the user identifies an interest in the inter-
action between PHENOMENON OR PROCESS and ORGANIC

CHEMICAL, she can choose to view the PHENOMENON OR

PROCESS/ORGANIC CHEMICAL bi-collection subnetwork
(Fig. 6). The subnetwork contains all the interac-
tions in the SN between the semantic types of these
two collections. If the user wants to learn about all
the external relationships of the ORGANIC CHEMICAL

collection, then she can view a sequence of bi-
collection subnetworks, one for each pair of neigh-
boring MSTs in the focus ORGANIC CHEMICAL subme-
taschema (Fig. 5). In this way, the overwhelming
task of reviewing all the relationship interactions of
one collection is divided into a sequence of manage-
able tasks, supporting user comprehension efforts.

Note that we intentionally have picked an MST
which was not available in the cohesivemetaschema
[9]. As is shown in [12], the cohesive metaschema
includes instead a larger group named CHEMICAL which
contains 16 semantic types. Hence, the lexical
metaschema offers the user the new option of con-
centrating on the ORGANIC CHEMICAL group which is a
natural group not earlier available in ametaschema.

2.3.2. Auditing concept categorization
The second application uses the metaschema notion
for auditing the categorization of concepts in the
UMLS, where concepts of the META are assigned to
one or more semantic types of the SN. Auditing the
META concept categorization is a persistent and
overwhelming task for UMLS professionals. There
is a need to design auditing techniques for the UMLS
which will minimize the effort and maximize the
probability of finding errors. Since a concept may be
assigned to several semantic types, it may also be
associated with several meta-semantic types in a
metaschema. As shown in [10], it is more likely that
a concept will be erroneously assigned to several
semantic types residing in different meta-semantic
types than to several semantic types of the same
meta-semantic type. The reason is that, in general,
two semantic types of the same meta-semantic type
belong to the same domain. While, if two semantic
types are in two different meta-semantic types,
they belong to two different domains. This observa-
tion leads to the idea of an audit that concentrates
on concepts which are associated with several meta-
semantic types and the effort to review them is
limited since their number is not very large.

In [10] we introduced the notions of intersection
of semantic types, intersection of meta-semantic
types, and pure intersection. An intersection of two
or more semantic types is a non-empty set of con-
cepts that are assigned to each of these semantic
types and only to them. An intersection of two or
more meta-semantic types is a non-empty set of
concepts that are associated with each of these
meta-semantic types and only with them. A pure
intersection of meta-semantic types is a subset of
the intersection of the corresponding meta-seman-
tic types, containing all concepts in one intersection
of semantic types. The notation for a pure intersec-
tion is the list of names of each meta-semantic type
followed by its corresponding semantic type in curly
brackets, where the intersection symbol

T
appears

between any two meta-semantic types in the inter-
section list (see two examples below). For more
detailed discussion of pure intersections see [10].
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Thus, we first identify all concepts of intersections
of two or more meta-semantic types. A domain
expert reviews each pure intersection containing
a small number of concepts of similar semantics to
find any categorization errors. This auditing tech-
nique is designed to minimize the effort and max-
imize the likelihood of finding errors.

For example, suppose we use the lexical
metaschema to help auditing concept categoriza-
tions. The pure intersection PHARMACOLOGIC SUBSTANCE
{Pharmacologic Substance}

T
ORGANISM{Alga} con-

tains two concepts Laminaria Tents and
Marine Algaes. However, Laminaria Tents is a phar-
macologic substance produced from a type of mar-
ine algae. It should not be assigned to the semantic
type Alga, while the concept Marine Algaes should
be only assigned to the semantic type Alga. Hence,
after correcting the errors, there will be no such
a pure intersection. As another example, the pure
intersection ACTIVITY{Therapeutic or Preventive Pro-
cedure}

T
PHENOMENON OR PROCESS{Natural Phenom-

enon or Process} contains only one concept
Diphtheria-Tetanus Vaccine. However, a vaccine is
a pharmacologic substance and immunologic factor.
It is neither a procedure nor a process. So it should
not be assigned to any one of those two semantic
types. This intersection becomes empty. For more
details see [10].
3. Methods

In this section, we present the instructions given
to the various UMLS experts and describe the
derivation of the cumulative metaschemas from
their responses. Then, we describe our evalua-
tion techniques used to judge the quality of the
lexical metaschema compared to the experts’
responses.

3.1. Cumulative metaschemas based on
experts’ responses

An important assumption underlying the construc-
tion of the lexical metaschema is that even though
the lexical partition is the result of an algorithmic
process using string matching, it still effectively
yields subject areas of the SN similar to those an
expert might choose. We conducted a study to
evaluate the validity of this assumption. We
selected a group of experts with publications in
UMLS research or related topics and sent them
two pages with diagrams of the SN’s IS-A hierarchy,
i.e., the two trees rooted at Event and Entity. Each
participant received a page of instructions as fol-
lows:
(1) S
tart marking by a star the root node of the tree
and continue to scan the semantic types down-
wards.
(2) W
hile scanning, mark by a star semantic types,
which you judge as IMPORTANT AND QUITE DIF-
FERENT from their parent semantic types.
(3) T
here is one exception: Do not mark semantic
types which have no children. Thus, you only
need to consider the 45 semantic types with
children.
(4) T
he starmarkings of each participant can be used
to define a metaschema where each semantic
type marked by a participant names a meta-
semantic type. The metaschema will be com-
pared with the results of other respondents and
with our algorithmically derived metaschema.
The design of the SN is expected to follow the
Aristotelian [16] paradigm where categories are
specified according to genus and differentiae. The
motivation for step (2) is to partition the SN based
on the extent of the difference between the child
semantic type and its parent semantic type.

The instructions heavily utilize the one-to-one
correspondence between the semantic-type groups
underlying the meta-semantic types, and their root
semantic types. By selecting a set of semantic types
that are ‘‘important and quite different’’ from their
parents, a participating expert induces a partition
of the SN and a corresponding metaschema. Each
such metaschema is referred to as an ‘‘expert
metaschema.’’

Note that although the instructions seem quite
elaborate, they only define structural limitations,
such as ‘‘do not mark semantic types which have no
children.’’ These limitations are necessary to make
the computation of a valid comparison score
between the metaschemas of the participants and
the algorithmically obtained lexical metaschema
possible. On the other hand, our instructions do
not limit the semantic decisions of the participants,
who still have the complete freedom tomark seman-
tic types of their choice.

We are interested in quantifying the variability of
the experts’ responses. Towards this, we compute
the X-by-X agreement matrix (assuming X partici-
pating experts) between participants to examine
the agreement between any two experts. In the
agreement matrix, the number in row i and column
j indicates how many meta-semantic types partici-
pant i and participant j agree on.

It is to be expected that some choices will be
repeated by many participating experts. For our
study, we are more interested in metaschemas that
represent a kind of aggregation of the experts’
responses rather than the expert metaschemas of
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the individuals. In particular, we construct a
sequence of cumulative metaschemas, each of
which reflects a specific level of aggregation of
the experts. Suppose we have X experts’ responses.
We define a threshold value N in the range (1, X) to
represent the level of aggregation. We construct
the cumulativemetaschema for a given N as follows.
For each semantic type marked by at least N parti-
cipating experts, a meta-semantic type is defined
and given the name of the semantic type. Then
meta-child-of’s and meta-relationships are derived
as described in [12]. We denote the cumulative
metaschema with the threshold value representing
a simple majority [17] of the experts (i.e.,
N ¼ d X=2 e ) as the consensus metaschema.

3.2. Evaluation techniques

As noted, our assumption is that our lexical techni-
que can help to capture subject areas of the SN
similar to those derived by domain experts. There-
fore, we want to evaluate to what degree the lexical
metaschema is similar to each expert’s choice, and
to what degree the lexical metaschema is similar to
each cumulative metaschema. In particular, we
want to know how similar the lexical metaschema
is to the consensus metaschema representing the
simple majority of experts.

We create a gold standard based on the majority
vote of the X participating experts (in our study,
X ¼ 11) on the 45 candidate non-leaf semantic
types. To assess the reliability of the gold standard
generated by the X experts, we calculate Cron-
bach’s a [18], which should ideally be greater than
or equal to 0.7.

Performance of an expert is calculated using a
gold standard composed of the other X � 1 (10 in
our study) experts. We use majority vote with a
random decision for ties. We calculate the agree-
ment between the algorithmic lexical approach
and each expert’s choice to show the similarity
between the lexical metaschema and each expert
metaschema.

Performance of the algorithmic lexical approach
is measured in terms of accuracy, sensitivity (recall
R), specificity, precision (P), receiver operating
characteristic curve trapezoidal area [19], and Rijs-
bergen’s F measure with equal weighting of recall
and precision [20]:

F ¼ 2PR=ðP þ RÞ

Accuracy is the simple proportion of semantic
types for which the subject agreed with the gold
standard that it either should or should not be in
the metaschema. Sensitivity (recall) is the propor-
tion of types in the gold standard metaschema that
were also in the subject’s metaschema. It indicates
how good the subject is at detecting types that
should be in the metaschema. Specificity is the
proportion of types not included in the gold stan-
dard metaschema that were also not in the sub-
ject’s metaschema. It indicates how good the
subject is at avoiding types that should not be in
the metaschema. Precision is the proportion of
types in the subject’s metaschema that were also
in the gold standard metaschema. It indicates what
proportion of the subject’s metaschema types are
correct. The receiver operating characteristic
curve area summarizes the subject’s ability to
distinguish types that should or should not be in
the metaschema. It can be interpreted as the
probability that, given a type that belongs in the
metaschema and a type that does not belong in the
metaschema, the subject will correctly guess
which is which. Rijsbergen’s F measure also sum-
marizes subject’s performance, but as a heuristic
combination of recall and precision. It is not
directly interpretable as a probability, but it
will generally be higher for subjects that perform
better.

We compare the performance of our lexical
algorithm to the average performance of the
experts [21], and we calculate confidence intervals
and p-values using bootstrap [22] estimates of
variance.

To verify that majority vote rather than another
threshold (e.g., 8 out of 11 experts) was a good
choice to define the consensus metaschema, we
also assess the performance of the algorithm for
different values of N. We compute P, R, and Rijsber-
gen’s F measure of the lexical metaschema relative
to the corresponding cumulative metaschema,
using N as an independent variable. We use the F
measure, dependent symmetrically on P and R, as a
typical benchmark to evaluate the similarity
between the lexical metaschema and the cumula-
tive metaschemas.

Then we compare the lexical metaschema with
the consensus metaschema. We not only consider
the meta-semantic types’ names but also take into
account the underlying semantic-type groups repre-
sented by the meta-semantic types. Although the
chosen semantic types determined the whole
metaschema, we wanted to compare the two
metaschemas in more detail. To support this com-
parison, we need some definitions.

Let M1 and M2 be two metaschemas of the SN.
Definition 1. (Identical) A meta-semantic type A in
M1 is identical to a meta-semantic type B in M2 if
both meta-semantic types have the same underlying
semantic-type group.
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Table 1 Number of meta-semantic types in expert
metaschemas.

Participant # Meta-semantic types (Expert)

1 21
2 34
3 21
4 35
5 34
6 35
7 25
8 26
9 12

10 15
11 36
Average 26.73
Definition 2. (Similar) A meta-semantic type A in
M1 is similar to a meta-semantic type B in M2 if the
roots of their underlying semantic-type groups are
the same.

This definition implies that the names of two
similar meta-semantic types are equal. To better
understand the differences between pairs of similar
meta-semantic types, we note that in some cases
the difference reflects various levels of granularity
in the partition, rather than major disagreements
between the metaschemas. A meta-semantic type
in one metaschema may be split into several sepa-
rate meta-semantic types in the other metaschema.

To be formal, we define ‘‘refinement’’ as follows.
Let GMðAÞ denote the semantic-type group repre-
sented by the meta-semantic type A in the
metaschema M.
Definition 3. (Refinement) Let A be a meta-seman-
tic type in metaschema M1. If there exists a set of
meta-semantic types {B1, B2, . . ., Bk} (k� 2) in
metaschema M2 such that GM1

ðAÞ ¼ [ k
i¼1GM2

ðBiÞ,
then the set {B1, B2, . . ., Bk} is called a refinement
of A.

We compare the lexical metaschema and the
consensus metaschema using the above three terms
to measure the closeness between their semantic
type coverages.
Table 2 Inter-participant (and lexical metaschema)
agreement matrix.

1 2 3 4 5 6 7 8 9 10 11 12

1 19 15 16 15 19 12 11 11 12 20 13
2 18 28 27 27 20 19 12 14 28 17
3 16 16 17 14 9 10 10 18 13
4 28 26 23 21 8 10 30 15
5 27 20 20 8 10 27 15
6 19 22 10 14 27 16
7 14 8 7 24 12
8 6 9 18 9
9 9 11 7

10 13 12
11 17
4. Results

4.1. Expert and cumulative metaschemas

While studying responses from our eleven UMLS
experts, we found that individual participants’
responses varied greatly both in the choice of
semantic types marked and their numbers. For
example, expert 1 chose 21 semantic types to name
meta-semantic types in his expert metaschema,
while expert 2 chose 34 semantic types as meta-
semantic types in his expert metaschema. Table 1
shows the number of meta-semantic types for each
expert metaschema, corresponding to the number
of semantic types marked by that expert. The aver-
age number of meta-semantic types marked by a
participant is about 26, with minimum and maxi-
mum numbers of 12 and 36, respectively. The stan-
dard deviation is 8.10.

To assess these variations in the responses, we
constructed the agreement matrix of all eleven
experts and the lexical metaschema (appearing as
the 12th column of Table 2) that demonstrates the
agreement as well as the high variability of parti-
cipant responses. For instance, participants 2 and 5
both marked 34 semantic types and agreed on 27 of
them. Similarly, participants 7 and 8 agreed on 14
out of their 25 and 26 marked semantic types,
respectively. The average inter-participant agree-
ment is 16.76 (only about 63% of the average number
of marked semantic types 26.73), with a high of 30
and a low of six. The large range shows the high
variability of participant responses.

We then calculated the agreement between the
lexical metaschema and each expert metaschema.
The 12th column of Table 2 shows how many seman-
tic types among those marked by this expert (shown
in Table 1) were also chosen by our lexical algo-
rithm. For example, expert 1 marked 21 semantic
types, among which 13 also appear as meta-seman-
tic types in the lexical metaschema, since they are
roots of semantic-type groups in the lexical parti-
tion. The average similarity of the participants with
the lexical metaschema shown in the 12th column of
Table 2 is 13.27 (about 50% of the average number of
marked semantic types 26.73), with a high of 17 and
low of seven. The large variation in the choices and
numbers of the expert metaschemas’ meta-seman-
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Table 3 Threshold value N and number of semantic
types marked by at least N participants (= # meta-
semantic types chosen)

Threshold (N) # Meta-semantic types

1 45
2 45
3 45
4 42
5 36
6 26
7 20
8 16
9 10

10 7
11 2
tic types raises doubts about the appropriateness of
using them to evaluate the lexical metaschema and
led us to the consideration of aggregating their
responses to obtain the cumulative metaschemas.

In our study, we received responses from eleven
experts (X ¼ 11) and thus obtained eleven cumula-
tive metaschemas by varying N over the range (1,
11). For N ¼ 8, for example, there were 16 semantic
types marked by at least 8 out of the 11 experts, and
so the corresponding cumulativemetaschema has 16
meta-semantic types. Table 3 shows the number of
semantic types marked for each N. Obviously, the
larger the value of N, the smaller the common
number of meta-semantic types.

As we can see from the table, the number of
meta-semantic types varies from two (for N ¼ 11) to
45 (for N ¼ 1; 2; and 3). The corresponding
metaschema for the first case contains two meta-
semantic types, ENTITY and EVENT, each spanning the
Figure 7 Consensus metasc
whole corresponding tree of the SN. For the latter
cases, each non-leaf semantic type names a meta-
semantic type. The metaschema that emerges in
those cases is effectively just the SN itself, without
its leaves. No real grouping of related semantic
types occurs. Obviously such extreme metaschemas
are not interesting. The consensus metaschema
(N ¼ 6) contains 26 meta-semantic types. Its hier-
archy is shown in Fig. 7.

4.2. Statistical evaluation results

Cronbach’s a for the gold standard was 0.62. The
performance comparison of the lexical metaschema
and of the experts is shown in Table 4, with 95%
confidence intervals in parentheses. The values
(i.e., accuracy, R, etc.) measure the performance
of the lexical metaschema compared to the average
performance of the experts. There were no statis-
tically significant differences between the lexical
algorithm and the experts. The experiment had
sufficient power to detect a difference of 0.15 in
ROC area and in the F measure.

To verify that the simple majority vote, rather
than another threshold, was correctly used in the
consensus metaschema evaluation, we assessed the
performance of the algorithm for different levels of
the threshold. Table 5 shows the results. The second
column shows the number of semantic types marked
(i.e., number of meta-semantic types chosen) by at
least N participants. The third column has the num-
ber of semantic types marked by at least N partici-
pants that were also identified as roots of groups by
the lexical metaschema. For example, the cumula-
tive metaschema with N ¼ 8 contains 16 meta-
hema hierarchy (N ¼ 6).
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Table 4 Performance comparison of lexical algorithm
and experts.

Lexical algorithm Experts

Accuracy 0.71 (0.53—0.84) 0.59 (0.50—0.66)
R 0.65 (0.44—0.84) 0.66 (0.57—0.73)
Specificity 0.79 (0.38—0.95) 0.51 (0.44—0.56)
P 0.81 (0.53—0.95) 0.70 (0.56—0.79)
ROC area 0.72 (0.58—0.85) 0.59 (0.52—0.64)
F measure 0.72 (0.53—0.87) 0.65 (0.53—0.74)

Figure 8 P, R, and F values for different thresholds N.
semantic types, among which eleven also appear in
the lexical metaschema. Therefore, precision
P ¼ 11=21 ¼ 0:524, recall R ¼ 11=16 ¼ 0:688, and
F ¼ 0:595.

From the plots in Fig. 8, we can see that the
larger the value of N, the smaller the number of
semantic types marked by at least N experts, and
thus the lower the precision value. Also, typically
the smaller the value of N, the lower the recall, but
not always. An example of an exception appears for
N ¼ 7. The F measure, reflecting symmetrically
both precision and recall, peaks at N ¼ 6, with a
high precision and a medium recall. This result
indicates that the lexical metaschema is most simi-
lar to this cumulativemetaschema, which, in fact, is
actually the consensus metaschema representing a
simple majority of the experts. Out of the 26 meta-
semantic types in the consensus metaschema, 17
are also in the lexical metaschema with the recall
value of 81%, indicating high similarity between the
two metaschemas.

4.3. Comparison of the lexical
metaschema and the consensus
metaschema

To facilitate the comparison between the lexical and
consensus metaschemas, we draw both their hier-
archies in Fig. 9. Identical meta-semantic types are
Table 5 Performance comparison of lexical metaschema f

Threshold (N) Marked (B) Lexical (C)

11 2 2
10 7 5
9 10 8
8 16 11
7 20 13
6 26 17
5 36 20
4 42 21
3 45 21
2 45 21
1 45 21
indicated by black shadows. Similar meta-semantic
types are denoted by gray shadows.

The lexical metaschema contains 21 meta-
semantic types, while the consensus metaschema
contains 26 meta-semantic types. There are ten
identical meta-semantic types between the two
metaschemas. For example, FINDING is a meta-seman-
tic type appearing in both metaschemas and repre-
senting the same underlying semantic-type group
containing three semantic types. Therefore, FINDING
in the lexical metaschema is identical to FINDING in
the consensus metaschema. Table 6 lists all the ten
identical meta-semantic types and their sizes. Alto-
gether, they cover 53 semantic types. That is, both
metaschemas agree that these ten meta-semantic
types, covering 39.3% of the SN, represent impor-
tant subject areas in the SN.

There are seven similar meta-semantic types. For
example, SPATIAL CONCEPT in the lexical metaschema
represents an underlying semantic-type group with
four semantic types, while SPATIAL CONCEPT in the
consensus metaschema represents a semantic-type
group with eight semantic types. Hence, SPATIAL CON-

CEPT in the lexical metaschema is similar, but not
identical, to SPATIAL CONCEPT in the consensus
or different values of N.

P ¼ C=21 R ¼ C=B F ¼ 2PR=ðP þ RÞ
0.095 1.000 0.174
0.238 0.714 0.357
0.381 0.800 0.516
0.524 0.688 0.595
0.619 0.650 0.634
0.810 0.654 0.723
0.952 0.556 0.702
1.000 0.500 0.667
1.000 0.467 0.636
1.000 0.467 0.636
1.000 0.467 0.636
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Figure 9 Hierarchies of lexical and consensus metaschemas.
metaschema. Table 7 shows these similar meta-
semantic types along with their sizes in each of
the two metaschemas. In the lexical metaschema,
these seven cover 66 semantic types, which is about
48.9% of the SN. In the consensus metaschema,
these seven cover 44 semantic types, which is about
32.6%.

As an example of refinement, the meta-semantic
type ACTIVITY in the lexical metaschema represents a
semantic-type group containing 15 semantic types.
These 15 semantic types are split into four semantic-
type groups represented by ACTIVITY, BEHAVIOR, HEALTH

CARE ACTIVITY, and RESEARCH ACTIVITY in the consensus
metaschema. Therefore, {ACTIVITY, BEHAVIOR, HEALTH

CARE ACTIVITY, RESEARCH ACTIVITY} in the consensus
metaschema is a refinement of ACTIVITY in the lexical
metaschema.

Table 8 shows the cases of refinement from the
lexical metaschema to the consensus metaschema.
The size of a meta-semantic type is displayed in
parentheses following the name. This kind of refine-
ment covers 38 semantic types.
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Table 6 Identical meta-semantic types in lexical and
consensus metaschemas.

Meta-semantic type Size

ANATOMICAL STRUCTURE 11
BIOLOGICALLY ACTIVE SUBSTANCE 7
EVENT 1
FINDING 3
IDEA OR CONCEPT 6
OCCUPATION OR DISCIPLINE 2
ORGANIZATION 4
PATHOLOGIC FUNCTION 6
PHARMACOLOGIC SUBSTANCE 2
SUBSTANCE 11

Table 7 Similar meta-semantic types in lexical and
consensus metaschemas.

Meta-semantic
type

Size in lexical
metaschema

Size in consensus
metaschema

ACTIVITY 15 6
ENTITY 13 1
ORGANIC CHEMICAL 5 8
ORGANISM 17 15
PHENOMENON OR

PROCESS
6 5

PHYSICAL OBJECT 6 1
SPATIAL CONCEPT 4 8

Table 9 Refinements in lexical metaschema

Meta-semantic type
in consensus metaschema

Refinement in the
lexical metaschema

ORGANIC CHEMICAL (8) {ORGANIC CHEMICAL (5),
LIPID (3)}

SPATIAL CONCEPT (8) {SPATIAL CONCEPT (4),
MOLECULAR SEQUENCE (4)}
There are also some refinements in the other
direction from the consensus metaschema to the
lexical metaschema. For example, {ORGANIC CHEMICAL,
LIPID} in the lexical metaschema is a refinement of
ORGANIC CHEMICAL in the consensus metaschema.
Table 9 shows all such refinement cases. This kind
of refinement covers 16 semantic types. The total
number of semantic types covered by refinements in
either direction is 54 (about 40%).

Besides the identical meta-semantic types, the
similar meta-semantic types, and the meta-seman-
tic types appearing in refinements, there are two
meta-semantic types that appear exclusively in the
lexical metaschema; these are PHYSIOLOGIC FUNCTION
and ORGANISM ATTRIBUTE. There are also four meta-
semantic types that appear exclusively in the con-
Table 8 Refinements in consensus metaschema.

Meta-semantic type
in lexical metaschema

Refinement in the
consensus metaschema

ACTIVITY (15) {ACTIVITY (6), BEHAVIOR (3),
HEALTH CARE ACTIVITY (4),
RESEARCH ACTIVITY (2)}

PHYSICAL OBJECT (6) {PHYSICAL OBJECT (1),
MANUFACTURED OBJECT (5)}

ORGANISM (17) {ORGANISM (15), PLANT (2)}
sensus metaschema; these are BIOLOGIC FUNCTION, CON-

CEPTUAL ENTITY, INTELLECTUAL PRODUCT, and GROUP.
5. Discussion

While the value of 0.62 obtained for Cronbach’s a is
lower than the target of 0.7 [18], it is not unreason-
able. Future studies might benefit from using, say,
15 rather than eleven experts.

Table 4 compared the performance of the lexical
metaschema to the average of the experts’ perfor-
mance. It shows that while there appears to be a
trend of the lexical approach outperforming the
experts, none of the differences were statistically
significant. One can at least conclude that the
algorithmic technique did not grossly underperform
compared to the experts.

In the comparison between the lexical
metaschema and the consensus metaschema, we
note that if there is a refinement case, then there
is a meta-semantic type in one metaschema that is
similar to one of the meta-semantic types in the
refinement. For example, {ORGANIC CHEMICAL, LIPID} in
the lexical metaschema is a refinement of ORGANIC

CHEMICAL in the consensus metaschema, where the
ORGANIC CHEMICAL meta-semantic types in both
metaschemas are similar. However, not every case
of similar meta-semantic types has a corresponding
refinement. For example, ENTITY and PHENOMENON OR

PROCESS are both cases of similarity, but they do not
have refinements.

If, as in Section 4.2, we consider only the meta-
semantic type names and not the underlying seman-
tic-type groups, then 17 out of the 21 meta-seman-
tic types in the lexical metaschema also appear in
the consensus metaschema (about 81%). The results
in Table 5 show that among all cumulative
metaschemas, the lexical metaschema is closest
to the consensus metaschema. We note that this
is a coincidental result. It is not always expected.
Thus, we can conclude that the lexical metaschema
can capture subject areas in the SN similar to the
ones picked by a simple majority of the experts. If
we consider the semantic coverage as in Section 4.3,
the semantic types covered by identical meta-
semantic types and refinements together are 107
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(about 79%). Both measures show the high similarity
between the two metaschemas.

While most of our results bear similarity out,
some do not. Consider, for example, the lexically
related CP-pair (Plant, Organism), in which the
definition of Plant contains the word ‘‘organism.’’
As such, Plant is part of the meta-semantic type
ORGANISM in the lexical metaschema. But in the con-
sensus metaschema, PLANT is a separate meta-
semantic type, probably due to the difference from
the other semantic types in the ORGANISM group.
Actually this was a close decision, as six participants
marked Plant. The same phenomenon appears for
Biologic Function which was marked by ten of the
eleven participants, but is lexically related to its
parent Natural Phenomenon or Process.

On the other hand, the opposite happens with
Physiologic Functionwhich is not lexically related to
Biologic Function and is the root of a lexical meta-
semantic type, but was marked only by five experts
and thus is not in the consensus metaschema. Mole-
cular Sequence is another example of a lexically
independent semantic type which was marked by
only five experts.

One may be surprised by the extent of the varia-
tions between experts. However, one has to bear in
mind that this is not similar to experts checking if a
patient has a specific disease. The task of partition-
ing the SN is basically a modeling task where experts
are asked to judge the importance and closeness
between subject areas. In such issues, experts tend
to differ according to their expertise, education,
and personal preferences.

To illustrate the differences between experts’
opinions, consider the marking of the semantic
types Chemical, Chemical Viewed Structurally,
and Chemical Viewed Functionally. Four experts
marked only Chemical, three others marked both
Chemical Viewed Structurally and Chemical
Viewed Functionally, while four other experts
did not mark any of the three semantic types.
That is, the eleven experts were divided almost
equally between three incompatible opinions. As a
result, no opinion obtained a simple majority and
none of the three semantic types appears in the
consensus metaschema. One may say that the
majority (seven experts) were of the opinion that
the metaschema should reflect some representa-
tion of these three semantic types, but this opi-
nion is not reflected in the result of the study, due
to the differences of the experts’ opinions about
the details.

Furthermore, in modeling, experts tend to be
divided between splitters and lumpers. This phe-
nomenon manifests itself in the variety of the num-
bers of semantic types marked. Considering a
cumulative metaschema, the threshold picked influ-
ences the numbers of meta-semantic types in the
metaschema. Hence, there is no guidance on which
threshold number to choose.

Considering all these issues, one can see the
advantage of using an algorithmic approach for
partitioning the SN. Here we used the lexical parti-
tioning technique and in [9,11] the cohesive parti-
tioning technique. These techniques apply rules
according to data given for the SN, either lexical
data or structural data. Although the partitions and
metaschemas obtained suffer from problems as
well, they tend to be objective, following the data
rather than differing backgrounds of experts. The
expert consensus metaschema could be used to
evaluate the algorithmically obtained metaschema,
as we do here. In our future research, we will
consider techniques for utilizing the experts’ con-
sensus metaschema to guide the improvement of
algorithmically obtained metaschemas, modifying
them to be more in line with the experts’ consensus
metaschema.
6. Conclusions

In this paper, we evaluated the lexical metaschema
derived via an algorithmic lexical partitioning
approach. We also constructed cumulative
metaschemas as aggregations of the opinions of
eleven UMLS experts participating in an evaluation
study we conducted. Of particular interest is the
consensus metaschema, representing a simple
majority aggregation of the experts’ opinions. We
used the cumulative metaschemas to evaluate the
lexical metaschema. From our evaluation, we can
conclude that the results of the lexical algorithmic
approach are sufficiently similar to the consensus
metaschema, within the limits of the experiment, to
warrant further investigation.
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