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Abstract 

Our  work is motivated by  the desire to  develop meth- 
ods to  comprehend large vocabularies and large schemas 
of Object-Oriented Databases. The  ability of a user of 
a database participating in a federated system to re- 
trieve information f r o m  the other database systems will 
be greatly enhanced by  acquiring a better comprehension 
of these systems. W e  are trying to  develop both a theo- 
retical paradigm and a methodology to  analyze existing 
large schemas. Our  approach to  achieve comprehen- 
sion is based o n  combining two concepts: informational 
thinning (i. e. concentration o n  the specialization hier- 
archy of the schema) and partitioning. In this paper 
we present a new technique fo r  modeling which is called 
disciplined modeling. Based o n  the rules of disciplined 
modeling we develop a theoretical paradigm to  support 
the existence of a meaningful forest hierarchy within the 
specialization hierarchy. Such a hierarchy funct ions as 
a skeleton of the schema and supports comprehension 
and partitioning efforts. 

1 Motivation 

One of the problems in cooperative information sys- 
tems is that the user of .each system is familiar with 
his own applications, databases and terminologies, but 
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he is much less familiar with those of the other sys- 
tems. Therefore, the cooperation suffers from the lack 
of comprehension of the schemas and terminologies 
used in the other federated systems. Our work is mo- 
tivated by the desire to comprehend large vocabularies 
and schemas of Object-Oriented Databases (OODB) 
and to develop methods to make them understand- 
able for users. We are developing a theoretical frame- 
work and a methodology which will enable the design 
of tools to aid comprehension of existing OODB sys- 
tems. Graphical presentation is a very important tool 
to support schema comprehension. Thus, we assume 
that schemas and vocabularies are represented with 
a graphical schema language and manipulated with a 
graphical editor. Our approach to achieve comprehen- 
sion of graphical schemas is based on two concepts: 
informational thinning (i.e. concentration on the spe- 
cialization hierarchy) and partitioning. 

In this paper we present a new technique for mod- 
eling called disciplined modeling. Based on the rules of 
disciplined modeling we develop a theoretical paradigm 
to support the existence of a meaningful forest within 
a specialization hierarchy. This forest represents a par- 
titioning of the specialization hierarchy into trees and 
functions as a skeleton of the schema that supports 
comprehension efforts. In [l] we will present a method- 
ology based on our paradigm for finding a forest hier- 
archy for a given schema. 

This research is part of our current OOHVR. 
(Object-Oriented Healthcare Vocabulary Repository; 
pronounce: “over”) project and continues our previous 
work on OODB schemas [2, 31. In order to understand 
the pressing need for this research, we will now describe 
the medical vocabulary that we are using. The cur- 
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rent MED (Medical Entity Dictionary) built at CPMC’ 
[4,5] is based on a semantic network model. In Decem- 
ber of 1995 the MED contained 42886 concepts, 573939 
attributes, 54359 subclass relationships, and a total of 
255160 relationships, and the MED keeps growing. The 
vocabulary is built around a hierarchy of specialization 
relationships known as “IS A” or SUBCLASS. The hi- 
erarchy allows multiple inheritance, that is, an object 
is a specialized object of several other objects simulta- 
neously. Although the dictionary contains other kinds 
of relationships as well, this hierarchy serves as the 
skeleton of the vocabulary, as it provides defining in- 
formation and supports inheritance of properties. In 
[l] we will demonstrate our methodology applied to a 
subschema of the MED. 

Our methods are applicable to vocabularies, Object- 
Oriented schemas, semantic networks, Entity Relation- 
ship models, semantic data models. It may be applica- 
ble to part relationship hierarchies [6, 71. For example, 
the MED contains a part hierarchy of about 2500 part 
relationships. 

2 Schema complexity and schema par- 
titioning 

2.1 Schema complexity 

To define what it means for a schema to be large 
and complex, we equate the size of the schema with the 
number of classes. Our experience is that comprehen- 
sion difficulties of a schema stem more from the number 
of relationships than from the number of classes. We 
define the complexity, c, of a schema as the ratio of 
the number of the relationships between classes, and 
the number of classes. For two schemas of equal size, a 
more complex schema is more difficult to comprehend. 

In our previous work [8, 9, 101 we used a large 
OODB schema describing a university. In this paper, 
we will demonstrate our techniques on a schema from 
the university environment, as most readers have bet- 
ter knowledge about professors and chairpersons, than 
about medical terms such as nucleotide sequences and 
antibiotic sensitivity panels. 

One method that has been widely used to make 
schemas comprehensible is to use a graphical represen- 
tation. We note, e.g., the popularity of the Entity R.e- 
lationship model and its graphical representation [ll] 
and graphical case tools such as OMT [12] and R,OSE 

Following this, we present (Figure 1) a subschema 
of the university OODB schema concentrating on the 
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academic aspects of the university which contains 36 
classes, about a third of the whole schema. (The 
schema was simplified by omissions.) 

The schema is presented using our graphical OODB 
language OODINI [14]. In OODINI a rectangle rep- 
resents a class, and a double line rectangle represents 
a set class which shares a corner with the rectangle 
of its member class. (See e.g. the class section and 
its set class crsections.) A thin arrow represents a 
relationship between two classes, and a double thin ar- 
row stands for a multivalued relationship. In OODINI 
we differentiate between two SUBCLASS relationships. 
The category of relationship using a bold line and the 
role of relationship with a bold line composed of dots 
and dashes (Section 3). An attribute is presented by 
an ellipse connected to its class with a thin line. Only 
one attribute “teach Eval” of the class instructor is 
shown in Figure 1. 

The schema contains 74 relationships and thus its 
complexity ratio c = 74/36 = 2.06. A user needs a sub- 
stantial effort to obtain an orientation in this schema. 
This is rather distressing, because this is only a simpli- 
fied subschema. 

2.2 Informational thinning 

We will now talk about two approaches towards 
making a complex graphical display understandable. 
Informational thinning tries to eliminate information 
from the whole schema by prioritizing various kinds of 
properties of the classes and displaying only high pri- 
ority kinds of properties. E.g., the OODINI graphical 
editor permits three levels of display: 1) Full schema 
of classes, attributes, and all relationships (no informa- 
tional thinning); 2 )  Classes and all relationships, but 
no attributes (partial thinning); 3) Classes and sub- 
class relationships only, but no attributes and no user- 
defined relationships (full thinning). In Figure 2 we 
display only the classes and the subclass relationships 
of the schema of Figure 1. Note that for Figure 2 c = 
26/36 = 0.72. We will refer to display level 3) (Fig- 
ure 2) as hierarchical (sub)schema of a schema. This 
subschema has the same size of the original schema 
but a lower complexity and it is easier to comprehend. 
Furthermore, it is easier to comprehend, because the 
designer does not have to label the subclass relation- 
ship, while for the omitted user defined relationships 
labels were necessary to  specify their semantics. 

For large schemas even the hierarchical subschema 
may be difficult to comprehend due to its size and mul- 
tiple inheritance. This is certainly true for the MED. 
The complexity of the hierarchical subschema of the 
MED c = 54359/42886 = 1.27 compared to  the orig- 
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inal schema of the MED where c = 255160/42886 = 
5.95. 

The subclass relationship, by definition, forms a di- 
rected acyclic graph (DAG). In graph theory, a hierar- 
chical schema has a forest structure if no class has more 
than one superclass. If a forest hierarchical subschema 
is connected, then it forms a spanning tree of the DAG. 
It is generally considered to be easier to comprehend a 
forest hierarchical schema than a DAG of the same size, 
because upward paths are not branching in a forest. 

2.3 Schema partitioning 

A second approach to simplify the comprehension of 
a complex large schema is partitioning it into smaller 
subschemas. This applies to general and hierarchical 
schemas alike. From the technical side, only a limited 
size subschema can be displayed on a screen. From 
the conceptual side, human comprehension capacity is 
limited. Hence, we are faced with the task to parti- 
tion a large schema into smaller subschemas. In the 
partitioning we have two purposes: 

1. To identify small subschemas which comprise log- 
ical units of the original schema. 

2. To generate a minimal number of subschemas each 
of which fits on a computer screen by itself, and 
which together comprise the complete schema. 

The need for a logical partitioning of a schema in- 
troduces a vicious cycle, as one needs to compre- 
hend the schema to partition it logically. Neverthe- 
less, partitioning into logical subschemas tends to mini- 
mize the number of relationships between different sub- 
schemas. Unfortunately, the problem of partitioning a 
schema according to the above or similar criteria is NP- 
complete, that is, no efficient algorithm is known for it, 
and it is conjectured that no such algorithm exists [15]. 

A possible line of action is to combine informational 
thinning and partitioning, by trying to partition the 
hierarchical subschema and then use this partition to 
impose a partition on the original schema. Obviously, 
this partitioning problem is much simpler than the orig- 
inal problem since the schema has less relationships. 
However, unless the hierarchical subschema has a for- 
est structure, the partitioning problem in general is 
still NP-complete. On the other hand, if it has a forest 
structure then there exist efficient algorithms for var- 
ious partitioning criteria [16, 17, 18, 19, 201. In this 
paper, we will show that in a hierarchical subschema 
of a general schema, it is possible to identify a forest 
hierarchical subschema, the semantics of which helps 
to support comprehension. 

3 The rules of disciplined modeling 

3.1 The category of and role of specialization re- 
lationships 

In order to identify a meaningful forest subschema 
of a hierarchical schema we shall look into the nature of 
the specialization relationship. In previous research we 
E211 and others [22] have identified two different kinds 
of SUBCLASS relationships, namely, category of and 
role of. According to our definition, category of is a 
specialization relationship used for refinement in case 
that the superclass and the subclass are in the same 
context. On the other hand, role of is used when the 
superclass and the subclass are in different contexts. 

How does a designer of an OODB schema determine 
whether a given SUBCLASS relationship is category of 
or role o f ?  This depends on whether the two con- 
nected classes are in the same context or not. For ex- 
ample, a student is a person, and a graduate student 
is a student. However, intuition tells us that informa- 
tion about the student and the graduate student are 
both in the same context, while person is in a differ- 
ent context. Hence, the graduate student is category of 
student, which in turn is role of person. However, this 
determination is not always so easy. In spite of exten- 
sive research, e.g., [23, 24, 25, 26, 27, 28, 291 there is 
still no widely accepted definition of context. Building 
a gigantic knowledge base in the CYC project [30] was 
found doomed to failure were contexts not introduced 
as a structuring mechanism. Work following this line 
[23, 25, 271 assumes that a context is a first class ob- 
ject used to parameterize axiom schemata. However, 
no clarity about the nature of contexts themselves is 
gained by this approach. As a recent workshop on con- 
text in Natural Language Processing showed [26] re- 
searchers currently agree that they disagree on what 
contexts are. Our approach is that we are not try- 
ing to define the notion of context. Rather we are 
making the pretheoretical (axiomatic) assumption that 
contexts exist in human thinking and we are trying to 
identify them. 

In this paper, we provide a theoretical paradigm for 
the existence of such assignments of classes to con- 
texts which results in a forest subschema of a DAG, 
the semantics of which supports comprehension of the 
schema. In [l] we will introduce a methodology for 
finding such a forest. 

In order to ensure that a forest hierarchical sub- 
schema can be identified, the assignment of classes to  
contexts must always satisfy three rules of disciplined 
modeling. As we shall show, a schema designer using 
disciplined modeling can still model the same situations 
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as before. Only few modifications are required in the 
modeling, so that the rules of disciplined modeling are 
satisfied. 

3.2 Contexts as equivalence relations 

First we define the mathematical relation equicon- 
tezt, or “in the same context,” between classes. A pair 
of two classes belongs to the equicontext relation if 
both classes belong to the same context. 

RULE 1: The equicontext relation between classes 
is an equivalence relation, that is, it is satisfying the 3 
conditions of an equivalence relation: reflexivity, sym- 
metry and transitivity. 

An equivalence relation partitions the elements of a 
set into disjoint subsets, such that every two elements 
of the same subset are related and no two elements of 
different subsets are related. Hence, RULE 1 implies 
RULE 1’. 

RULE 1’: The classes of a schema are partitioned 
by the equicontext relation into disjoint contexts. 

RULE 1’ will force the designer into explicit spec- 
ification of the contexts in his schema and lead him 
to resolve some ambiguous situations in a systematic 
way. We do not claim to have a unique way of as- 
signing classes to contexts. As we are dealing with a 
problem of data modeling, there are usually different 
ways to model the same real world environment. We 
further do not claim that contexts are naturally dis- 
joint. To the contrary, in many applications, initial 
contexts may overlap. However, disciplined modeling 
forces the modeler to design disjoint contexts. 

3.3 A category of refinement is exclusive 

The category of relationship is used when we need to 
refine the concept represented by the superclass when 
both the superclass and the subclass are all in the same 
context. This means that instances of the superclass 
are divided into being also instances of the different 
category of subclasses according to some distinction. 
In disciplined modeling, we further require from such a 
categorization that the refinement will be into mutually 
exclusive concepts. 

RULE 2: Two classes which are category of special- 
izations of a superclass cannot both contain an instance 
representing the same real world object. 

This means that an instance that belongs to the ex- 
tent of a superclass cannot belong simultaneously to 
the extent of more than one subclass. In other words, 
the real world objects corresponding to the instances 
of the different subclasses form disjoint sets. 

Figure 3. Resolution of CASE 1 

Consider how to guarantee RULE 2 in disciplined 
modeling. Let a class A be a subclass of two classes 
B and C. By RULE 2 it cannot be that both such 
subclass relationships are category of Thus we need 
to give the disciplined modeler guidelines how to deal 
with the modeling of such a situation. 

CASE 1: When examining the application closely 
the modeler realizes that of the two super classes of 
class A one, say B, is a primary superclass while the 
other, say C, is a secondary superclass, or in other 
words, one superclass is considered more important 
than the other. Here, the modeler will include A in 
the context of B while C will belong to another con- 
text. Hence, the relationship of A to B will be category 
of while the relationship of A to C will be role of (Fig- 
ure 3). Since the primary superclass is not always easy 
to determine, we provide the following further guide- 
lines. 

CASE 1.1: One superclass describes the essence or 
the definition of the subclass, while the other super- 
class describes the functionality or usage of the sub- 
class. Here the definitional superclass is primary. 

CASE 1.2: Both superclasses are definitional, how- 
ever, it is possible to select the primary by a linguistic 
analysis of the name of the subclass. For example, 
when the subclass name consists of an adjective and a 
noun characterizing the two superclasses then the noun 
defines the primary superclass. As another example, 
when both concepts are nouns then the second noun is 
considered primary. Here we follow the structure of a 
noun phrase consisting of a modifier noun, followed by 
a head noun. 

CASE 2: Both superclasses are definitional with 
indistinguishable importance. In this case we have no 
reason to prefer one over the other. By the rules of dis- 
ciplined modeling, each choice of context will disasso- 
ciate this class from the other context. The conclusion 
is to create a new context for this concept, an intersec- 
tion concept of both superclasses. Let us demonstrate 
these guidelines by some examples. 

Example 1: Figure 4 describes classifications of dog, 
cat, cheetah and wolf according to  their families, feline 
or canine, and according to being wild or domesticated. 
Thus, each of the four kinds has two superclasses. We 
apply CASE 1.1 where the animal family gives defi- 
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Figure 4. Multiple inheritance CASE 1.1 

Figure 5. Multiple inheritance CASE 1.1 re- 
solved 

nitional information while being wild or domesticateed 
is a functional description. The results of the analysis 
appear in Figure 5 where no class has two category of 
superclasses. Hence, RULE 2 is satisfied. 

Example 2: A class person has two subclasses 
Quaker and Republican. These classes in turn have 
a joint subclass Republican-Quaker. This example 
is known as “Nixon Diamond” [31, 321 (Figure 6). By 
CASE 1.2 the primary superclass for Republican- 
Quaker is Quaker. There are three contexts in this 
example. A personal context containing the class 
person, a religious context containing Quaker and 
Republican-Quaker, and a political context contain- 
ing Republican. Thus, we define three of the special- 
izations as role of relationships (Figure 7) and RULE 
2 is satisfied. 

Example 3 is taken from the MED: The class 
Polysporin topical oint 30 gm represents a drug. 
It has a superclass Bacitracin / polymyxin b 
combination preparations which in turn has two 

REPUBLICAN 

I REPUBLICAN QUAKER] 

Figure 6. Multiple inheritance CASE 1.2: The 
Nixon Diamond 

REPUBLICAN 7 
Figure 7. Multiple inheritance CASE 1.2: The 
Nixon Diamond resolved 

structural superclasses Bacitracin preparation and 
Polymyxin b preparation both of which are sub- 
classes of Miscellaneous antibiotics (Figure 8). The 
slash syntax of Bacitracin / polymyxin b combi- 
nation preparations means that it is a mixture with- 
out identifying a priority of one ingredient (superclass) 
over the other. According to CASE 2, Bacitracin / 
polymyxin b combination preparations is there- 
fore in its own context which is different from the 
two contexts of its superclasses. Hence, Bacitracin 
/ polymyxin b combination preparations is role 
of its two superclasses. The classes Polysporin bop- 
ical oint 30 gm and Polysporin opth oint 3.5 gm 
are category of the class Bacitracin / polymyxin b 
combination preparations since it is their structural 
superclass (Figure 9). 

3.4 Contexts need roots 

Let us now extend Example 2, to several religions 
and two political orientations (Figure 10). We identify 
three different contexts: personal, religious and polit- 
ical. This example lead us to introduce the third rule 
of disciplined modeling. 

RULE 3: For each context there exists one class 
which is the major (or defining) class for this context 
such that every class in this context is a descendent of 
this class. 

In other words, each context has one class which is 
a “root” for it (i.e., there is a directed path &om each 
class of the context to this class) with regards to  a 
directed graph of category of relationships. Note that 
we use here the notion of a directed tree where all the 
directions are towards the “root”. I.e., in graph theory 
terms the root is a sink. 

Figure 10 does not satisfy RULE 3. Therefore, we 
have to group together the two contexts, the religious 
and the political, by introducing two new classes as 
role of person. The various religious orientations are 
category of the class religious person and the politi- 
cal orientations become category of the class political 
person (Figure 11). 

Finally, the classes on the lower level, Republican- 
Quaker and Democrat-Catholic are handled as in 
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Figure 8. Multiple inheritance CASE 2 

Figure 9. Multiple inheritance CASE 2 resolved 

Figure I O .  Extended Nlxon Diamond 

Figure 11. Extenued Nixon Dlamond resolved with RULE 3 
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Figure 7, i.e., they are category of the religious orien- 
tation and role of the political orientation. In this case 
disciplined modeling will permit moving some common 
properties of the various religious (political) classes into 
the newly created class religious person (political 
person) so they are inherited to each of the religious 
(political) classes. This shows that adding the extra 
layer in the hierarchy leads to  better modeling. That 
is, we encounter a tradeoff of adding two new classes 
versus removing some explicit specifications of proper- 
ties from the other classes which become children of 
the new classes. 

Alternatively, one can satisfy RULE 3 by keeping 
the original modeling with smaller contexts, using each 
of the religious and political denominations as roots. 
These two alternative modeling choices lead to another 
general issue. There are potentially different nesting 
levels in identifying contexts. In the above example, 
we could have either one religious context or divide it 
into several more detailed religious contexts. Again, 
this is a modeling choice. We shall further explore this 
issue using the university schema (Figure 2). 

On one side, the whole schema deals with the aca- 
demic context. If we insist on having this one context 
only, then every subclass relationship should be cate- 
gory of and, of course, the hierarchy would not have a 
forest structure. However, when the university environ- 
ment is our application domain, having one university 
context does not help in comprehending the applica- 
tion. Naturally, we want to divide the schema into 
sever a1 contexts. 

One of the contexts we identified in the university 
environment is the employment context. The major 
class for this context is employee. However, this is 
still quite a large context. If we are not dividing the 
employment context further then its hierarchy does not 
form a tree, since classes such as teaching assistant, 
department-chairperson and academic adminis- 
trator have two superclasses each. For the double pur- 
pose of refined comprehension and to guarantee the for- 
est structure of the schema we divide the employment 
context into two contexts, adding a teaching context, 
with the class instructor as a major class, to the gen- 
eral context of employment. Using these two contexts 
for employment causes the implied category of schema 
of Figure 12 to have the desired forest structure. 

3.5 Applying the rules of disciplined modeling 

Let us now reconsider Figure 2. We identify in the 
schema seven different hierarchical contexts. For each 
context we shall identify the major class of the context 
as mentioned in RULE 3. 
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1. Personal context: person. No descendants. 

2. Learning context: student. Other classes: grad- 
student, undergradstudent. 

3. Employment: employee. Other classes: assis- 
tant, teaching assistant, research assistant, 
academic administrator, president, provost, 
college dean, department chairperson. 

4. Teaching: instructor. Other classes: faculty 
member, special lecturer, professor, PhD 
advisor, adjunct. 

5. Alumni: alumnus. No descendants. 

6. Publications: publication. Other classes: refer- 
eed conference paper. 

7. Formal education: formal education. Other 
classes: PhD degree, Bachelor degree. 

The partition of the schema into the above contexts 
implies the mapping of the subclass relationships into 
category of and role of relationships as shown in Fig- 
ure 12. 

In this process of dividing the employment con- 
text into two contexts we had to make some delicate 
decisions concerning the classes teaching assistant, 
department-chairperson, and academic adminis- 
trator. E.g., for teaching assistant we had to decide 
whether it belongs to the employment context as its su- 
perclass assistant or to the teaching context as its su- 
perclass instructor. The dilemma can be resolved by 
CASE 1.1 as teaching is the functionality of teach- 
ing assistant and thus instructor is the secondary 
superclass while assistant is the primary superclass 
as it is definitional. In fact, we can also apply CASE 
1.2 here as assistant is the noun and teaching is the ad- 
jective. Hence, a teaching assistant is an assistant 
with a category of relationship and thus belongs to the 
employment context, playing a role of an instructor. 

The second dilemma is whether a department 
chairperson is in the teaching context or the aca- 
demic administrator context. The main function of 
a chairperson is to manage the department. He also 
functions as a professor, e.g. in teaching a course, but 
this is a secondary function for him. Hence, by CASE 
1, the class department-chairperson belongs to the 
academic administrator context. 

The class academic administrator has super- 
classes employee and professor. The purpose of hav- 
ing a professor’s appointment for an academic adminis- 
trator is to  provide an escape appointment for the case 
of resignation from the administrator position. Hence, 
by CASE 1, the primary (category of) superclass is 
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Figure 12. A subschema of a university database wlth category of and role of at display level 3) 
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Figure 13. Schema demonstrating cont 
tion 

employee and the secondary (role of) superclass is 
professor. 

4 Category of hierarchy forms a forest 
aiding comprehension 

4.1 Disciplined modeling results in a forest struc- 
ture 

The main purpose of this section is to prove the 
following theorem. 

Theorem: Using disciplined modeling, a class has 
at most one category of superclass. 

Such a theorem implies that the category of hierar- 
chy has a forest structure, i.e., consists of one or sev- 
eral tree structures. These tree structures serve as the 
backbones of the schema and will be critical in the ef- 
forts to comprehend the schema and partition it into 
manageable subschemas. 

PROOF: Suppose to the contrary that there exists 
a class A which is category of both class B and class 
C ,  Hence, A and B are in the same context. Similarly, 
A and C are in the same context. By the transitivity 
of the equicontext relation (RULE 1) B and C are in 
the same context. 

By RULE 3 the joint context of classes B and C 
has a root class D such that both B and C are category 
of descendents of D (Figure 13). In other words, there 
is a sequence of category of relationships from B (C) 
up to D. Let E (F) be a child class of the class D on 
the path of category of relationships from B (C) to D. 

In the following discussion we are going to use a re- 
lation “represents the same real world object‘’ defined 
for instances of a database. A pair of instances of the 
database belongs to this relation iff both instances rep- 
resent the same real world object. This relation is ob- 
viously transitive. 

Let a be an instance of class A. Then B has an in- 
stance b, corresponding to instance a of A, since A is 
category of B. In other words, both instances a and b, 

represent the same real world object. Similarly, there 
exists an instance c, of C which represents the same 
real world object as the instance a of A. Thus both 
instances b, and c, represent the same real world ob- 
ject, due to the transitivity of “represents the same real 
world object.” 

As noted before, B ( C )  has a sequence of category of 
relationships up to E (F). Hence, E (F) contains an in- 
stance e,  (fa) corresponding to the instance b, (c,) of 
class B ( C )  where this correspondence is defined tran- 
sitively from the correspondence along the sequence of 
category of relationships. Hence, both e,  and b, (c, 
and fa) represent the same real world object. But, b, 
and c, represent the same real world object. Thus it 
follows from the transitivity of “represents the same 
real world object” that e ,  and fa represent the same 
real world object. But by RULE 2 the extents of the 
classes E and F which are both category of D may not 
both contain an instance representing the same real 
world object, so the previous conclusion contradicts 
our assumptions. Hence, A cannot be category of B 
and C, but A can be only category of one class. 

4.2 Utilizing forest structure for schema under- 
standing 

Figure 14 shows the forest hierarchy of the category 
of relation of Figure 12. This schema shows the dif- 
ferent contexts as trees in the forest. Thus, it gives 
a concise initial representation of Figure 1. Provided 
with this comprehension the user is ready to study the 
intricacies of the schema, by first comprehending the 
role of relationships connecting different contexts as 
shown in Figure 12. Then he should be ready to cope 
with the relationships. To this aim, the user picks one 
context at a time and concentrates on the relationships 
between classes of this context and classes of the other 
contexts, one at a time. 

Consider, e.g., the interactions between the teaching 
context, and other contexts. We find interactions with 
the contexts employment, learning and some singleton 
classes. We refer to relationships pointing from one 
context to another as inter-relationships. The inter- 
relationships with the employment context are: in- 
structor is role of employee and teaching assistant 
is role of instructor, and professor is Supervisor of 
assistant. 

We can now divide the relationships of a schema 
into subsets as follows. For every context there is a set 
of relationships that axe completely contained in the 
context, which we call intra-relationships. The inter- 
relationships can be divided into groups according to  
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Figure 14. The forest induced by the unlversity database 
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which other context or singleton class they are com- 
ing from or going to. In this way, we divide the task 
of studying all relationships into a number of smaller, 
well organized tasks. This process will help dramati- 
cally the comprehension process of the user, due to the 
reduction in the complexities of the subschemas versus 
the complexity of the original schema as demonstrated 
now. 

Consider a schema containing ten contexts, with n 
classes in each context. Suppose further that the num- 
ber of relationships within each context is an and the 
number of relationships connecting each pair of con- 
texts is pn. Then the complexity of the schema is 

c = (loan + (10 * 9/2)pn)/lOn = a + 4.5p 

On the other hand when considering only a subschema 
of two contexts, the complexity is 

Hence, the complexity of considering each time only the 
inter-relationships between two contexts is reduced by 
a factor of one less than the number of contexts in the 
schema. Hence, each comprehension task is not only 
small in magnitude but also much less complex than 
the task of comprehending the schema as a whole. 

5 Summary 

In this paper we present a theoretical paradigm to 
support the existence of a meaningful forest subhier- 
archy of a given specialization hierarchy. Such a for- 
est hierarchy functions as a skeleton of the original 
schema and supports comprehension efforts. The ex- 
traction of the forest subschema employs two approachs 
which we apply in this research: informational thin- 
ning and partitioning. We introduce a new technique 
for modeling called disciplined modeling. It is based 
on three rules which expresses limitations and refine- 
ments to the modeling of the schema. These rules are 
needed to prove the existence of a forest subschema 
whose trees represent logical units. Our techniques are 
demonstrated on a university environment schema. In 
a subsequent paper we will present a methodology for 
finding such a forest subschema, based on the theoret- 
ical paradigm. This methodology will be applied to a 
medical vocabulary subschema of the MED. 
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