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Abstract

Image forgery is becoming more prevalent in our daily lives due to advances in computers and image-editing software. As forgers develop more sophisticated forgeries, researchers must keep up to design more advanced ways of detecting these forgeries. Copy-move forgery is one type of image forgery where one region of an image is copied to another region in an attempt to cover a potentially important feature. This paper presents an efficient expanding block algorithm for detecting copy-move forgery and identifying the duplicated regions in an image. Experimental results show that the new method is effective in identifying size and shape of the duplicated region. Furthermore, it allows copy-move forgeries to be detected, where the copied region has been manufactured slightly lighter or darker, under JPEG compression, or with the effect of Gaussian blurring, in an attempt to throw-off detection algorithms.
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1. Introduction

Image authentication techniques can be classified into two categories: active methods and passive methods. Active methods such as watermarking [10, 21] or illegal image copy detection [8, 13, 17] depend on prior information about the image. However, in many situations, prior information regarding an image is not available and passive, or blind, methods should be used to authenticate the image. In this paper, we focus on one type of passive image forgery detection known as copy-move forgery detection. A copy-move forgery is used to hide a region of the image by covering it with a copy of another region of the image. Figure 1 shows an example of a copy-move forgery and the identified forged and copied regions using the cameraman image. When detecting this type of forgery, not only are we interested in whether the image contains this forgery, but also the location and shape of the forged region. However, identifying the forged region can be complicated by the fact that the forged region may be similar, but not an exact copy of another region. This can happen through image transformations, such as scaling or JPEG compression, or because the forger put in extra effort into hiding the forgery, such as blurring or slightly rotating the forged region.

Several algorithms to detect copy-move forgery are based on the sliding block method presented by Fridrich et al. [6]. The main idea is that rather than trying to identify the entire forged region, the image is divided into small overlapping blocks. The blocks are compared against each other in order to see which blocks are matching. The regions of the image covered by the matching blocks are the copied and forged regions.

In general, copy-move forgery detection consists of feature extraction, comparison, and copy decision based on the similarity information [5]. In the feature extraction step, important features are selected from each block which are used to indirectly compare the blocks. A good
feature extraction algorithm should extract similar features for two blocks that are approximately the same. Since images can be altered in various ways (scaled, compressed, blurred, etc.), feature extraction methods should be able to extract important features while ignoring subtle noise. The features are placed into a matrix called the *feature matrix*.

Popescu and Farid [19] developed a method based on *principal component analysis* (PCA). PCA is an important image classification tool and is used in several algorithms such as facial recognition (eigenfaces) [23]. This method constructs a $B^2$ dimensional basis (for blocks with $B$ rows and $B$ columns) based on the covariance matrix of the block pixels. Each block can be represented as a vector in the space spanned by the constructed basis [24]. However, it is assumed that the significant features of a block are contained in the first few dimensions. The significant block features are extracted by projecting the block pixels onto the first few dimensions of the constructed basis. Noise and other insignificant features are assumed to lie in the last few dimensions. Li *et al.* [12] decomposed the image using *discrete wavelet transform* (DWT). They computed the singular value decomposition (which is related to PCA) of the overlapping blocks from the low-frequency component. A related method by Zimba and
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Figure 1. (a) The original cameraman image, (b) the forged image, (c) the forged image with the copied regions detected and highlighted.
Xingming [25] uses a combination of DWT and PCA. Shih and Yuan [20] proposed a simple method of using two features, the mean and variance of the gray values within the block, and showed the comparable performance to more advanced methods.

Fridrich et al. [6] considered a method based on discrete cosine transform (DCT) (DCT has also been used in more recent methods see [3, 9]). DCT is frequently used in compression of multimedia, such as images (JPEG) and music (MP3). With DCT, similar to PCA, the more significant features are assumed to be captured in a few coefficients [11]. Luo et al. [14] extracted features based on color images. Mahdian and Saic [15] extracted features based on blur invariants. This allows for identification of copy-move forgery under blur degradation, additive Gaussian noise, and contrast changes. Amerini et al. [1] developed a SIFT-based method for copy-move attack detection and transformation recovery. Pan and Lyu [18] estimated the transform between matched SIFT keypoints and searched all pixels within the duplicated regions after discounting the estimated transforms.

Once features have been extracted from each block, they must be compared with one another. The issue is how to quantify the similarity between blocks. The most obvious comparison is an exhaustive search where every block is compared against other blocks. However, the performance of an exhaustive search is slow and takes $(N_b)(N_b-1)/2$ comparisons to complete, where $N_b$ is the total number of blocks and may be quite large.

Fridrich et al. [6] considered blocks as a match if their features are matched exactly. Popescu and Farid [19] used a nearest neighbor approach. That is, the feature matrix is lexicographically sorted so that blocks close to each other in the sorted feature matrix have similar features. Specifically, blocks within $N_n$ rows of another block are considered a match. For example, if $N_n = 1$, then only the blocks 1-row away in the sorted feature matrix are considered a
match. Singh and Raman [22] used the Graphical Processing Unit (GPU) to perform radix sorting of the feature vector and showed this can dramatically improve performance. Bayram et al. [2] computed the hashes of the vectors in the feature matrix and concluded two features matched exactly if their hashes matched. This technique avoids the need to sort the feature matrix.

Unfortunately, coming to a decision about which blocks are duplicated is not as simple as it may seem. Often two blocks are viewed as a match because they are near each other in an image or simply due to coincidence. Popescu and Farid [19] used a shift vector to determine whether two blocks are duplicated. Let the upper-left coordinates of the block corresponding to row $i$ of the sorted feature matrix be denoted by $(x_i, y_i)$. For two matching blocks, they computed the offset $(s_x, s_y)$ as:

$$
(s_x, s_y) = \begin{cases} 
(x_i - x_j, y_i - y_j) & \text{if } x_i < x_j \\
(x_j - x_i, y_j - y_i) & \text{if } x_i > x_j \\
0,|y_i - y_j| & \text{if } x_i = x_j
\end{cases}
$$

Let $C(s_x, s_y)$ be the number of times that two blocks have the same offset $(s_x, s_y)$. If a region is duplicated, then every block in that region is likely to have the same offset. If $C(s_x, s_y)$ is larger than some threshold, say $N_s$, then it is assumed that this offset must be due to a duplicated region. Furthermore, let $N_d$ be a user-defined parameter, such that two blocks will not be considered as a match if the distance between the $i^{th}$ and $j^{th}$ block is smaller than $N_d$.

2. The Proposed Expanding Block Algorithm

Unlike the aforementioned methods, our proposed method primarily uses direct block comparison rather than indirect comparisons based on block features. The proposed method first divides an image into $N_b$ small overlapping blocks just like in the sliding block method.
However, our approach to comparing the blocks is different. Many of the blocks are obviously different and do not need to be compared against each other. A dominant feature is computed for each block. Specifically, we use the average gray value computed from all the pixels in the block as a dominant feature. As long as the dominant feature differs vastly between blocks, there is no need for comparison. Blocks are grouped together according to their dominant features. The blocks are sorted by dominant feature and placed evenly (or as evenly as possible) into $G$ groups, each of which contains the blocks with a similar dominant feature. The first and last blocks in a group will also have a similar dominant feature to the blocks in the previous and next groups, respectively. To remedy this problem, we create $G$ buckets so that the $i^{th}$ bucket contains the blocks from group $i$, group $i–1$, and group $i+1$. Each block will be placed into 3 buckets (except the blocks that are in the first and last groups which will only be placed into 2 buckets). Figure 2 illustrates an example of how blocks are sorted and placed into buckets.

Blocks are compared only against other blocks in the same bucket. The comparisons are conducted using a statistical hypothesis test. Suppose that there are two blocks, $X$ and $Y$, to be compared. Assume that each block has $b$ pixels. Let the gray values from block $X$ be $[p_{x1}, p_{x2}, \ldots, p_{xb}] = p_x$, and from block $Y$ be $[p_{y1}, p_{y2}, \ldots, p_{yb}] = p_y$ (where $p_x$ and $p_y$ are vectors). Assume that the value of every pixel in an image can be represented by a true mean $\mu$ and an error term $\varepsilon$, where the error term is due to noise such as blurring, lossy compression, or other sources. The pixels from blocks $X$ and $Y$ can be expressed as follows (where $\mu_x$, $\varepsilon_x$, $\mu_y$, and $\varepsilon_y$ are vectors):

$$
\begin{align*}
\mathbf{p}_x &= \mu_x + \varepsilon_x = \left[ \mu_{x1} + \varepsilon_{x1}, \mu_{x2} + \varepsilon_{x2}, \ldots, \mu_{xb} + \varepsilon_{xb} \right] \\
\mathbf{p}_y &= \mu_y + \varepsilon_y = \left[ \mu_{y1} + \varepsilon_{y1}, \mu_{y2} + \varepsilon_{y2}, \ldots, \mu_{yb} + \varepsilon_{yb} \right]
\end{align*}
$$

(2)
Figure 2. An example of how blocks are sorted and placed into buckets.

The null and alternative hypotheses for comparing blocks X and Y can be formulated as:

\[
\begin{align*}
H_0 &: \mu_x = \mu_y \\
H_1 &: \mu_x \neq \mu_y
\end{align*}
\]  

(3)

That is, the null hypothesis ($H_0$) states that the only difference between the blocks is due to the error term, whereas the alternative hypothesis ($H_1$) describes that for at least one pixel there exists a real difference.

We assume that the error terms are independent Gaussians with mean zero and variance $\sigma^2$. Let the test statistic be

\[
t = \frac{(p_x - p_y)^T(p_x - p_y)}{\sigma^2 / b}.
\]  

(4)
Under the null hypothesis, the test statistic follows a chi-square distribution with $b$ degrees of freedom $[4, 7]$. If $Pr(\chi^2 > t)$ (where $\chi^2$ follows a chi-square distribution with $b$ degrees of freedom) is close to 0, then it can be concluded that $H_1$ is true and the blocks are truly different. In other words, if the test statistic, $t$, is small, it provides evidence that the two blocks are the same; otherwise, they are different. $\sigma^2$ can be estimated based on the pooled variance of $p_x$ and $p_y$ as

$$\sigma^2 = \frac{\text{var}(p_x) + \text{var}(p_y)}{2} = \frac{\sum_{i=1}^{b} p_{ix}^2 - \frac{1}{b} \left( \sum_{i=1}^{b} p_{ix} \right)^2 + \sum_{i=1}^{b} p_{iy}^2 - \frac{1}{b} \left( \sum_{i=1}^{b} p_{iy} \right)^2}{2b - 2}$$  \hspace{1cm} (5)

It would be beneficial to take a further look at the test statistic $t$. One component of the denominator is the variance. This can loosely be interpreted as the “interestingness” of the block.

Figure 3 presents two sets of similar images with the only difference being that one image has a black square in the middle. The difference in the first set of images can be seen quite easily because the first set of images is rather dull. On the other hand, the difference between the second set of images is much harder to spot because the images are much more interesting. This simple example is in agreement with what the formula for the test statistic is expressing. If two blocks are not interesting (i.e., they have low variance), then any small difference will be magnified and the test statistic will be large. If two blocks are very interesting (i.e., they have high variance), then small differences are acceptable and will not result in a large test statistic.
Figure 3. The first set of images (top row) is two images where the difference is easily spotted because of lacking interesting features. The second set of images (bottom row) is much more interesting and the difference is much harder to spot.

To perform the block comparisons, all blocks are compared with other blocks in the bucket. A block can be eliminated from the bucket as soon as there is enough information to conclude that it does not match any other block in the bucket. Comparing an entire block with another entire block is slow and unnecessary. Instead, a small region of each block is compared. If the small region of the block does not match the small region in any other block, then the block can be eliminated from the bucket. Once every block has been tested for matching on the small region, the region can be expanded and the comparisons are continued. When the comparison region is expanded, many of the blocks will have been eliminated and the size of the bucket will be significantly smaller.
In addition to block comparisons, it is assumed that the duplicated blocks will not overlap so that any blocks that are too close are considered as non-matching. Furthermore, it is assumed that the duplicated region is larger than some minimum size so that if the algorithm identifies a duplicated region smaller than this minimum size, it is disregarded. In this paper, we assume the duplicated region is at least 576 pixels corresponding to a 24 × 24 pixel square. Prior to presenting the proposed algorithm, the parameters are first introduced as follows.

- **blockSize**: the width and height of a block, so that the total block size is $blockSize \times blockSize$
- **numBuckets**: the number of buckets used to compare blocks
- **pvalThreshold**: a value between 0 and 1 used for the probability threshold for comparing blocks
- **minArea**: a value denoting the minimum area of the duplicated region

The proposed expanding block algorithm is presented below.

1. Divide an image into small overlapping blocks of size $blockSize \times blockSize$.
2. For each block, compute the average gray value as the dominant feature.
3. Sort the blocks based on the dominant feature.
4. From the sorted blocks, place the blocks evenly into `numBuckets` groups.
5. Create `numBuckets` buckets. Place the blocks from groups $i-1$, $i$, and $i+1$ into bucket $i$.
6. Start with $S = 2$ where $S$ represents the size of the current comparison region: $S \times S$ pixels.

Process every bucket as follows:

   a. Suppose there are $N$ blocks in the bucket. Construct an $N \times N$ matrix called the connection matrix. It denotes which blocks match each other. Initially, set the connection matrix to all ones so that all blocks match each other.
b. If two blocks are less than blockSize pixels away, then the two blocks overlap. Set the connection matrix to 0 for these blocks.

c. Compute the test statistic for every pairwise comparison for the upper-right $S \times S$ square of every block in the bucket. If for some block comparison, $Pr(\chi^2 > t)$ (where $\chi^2$ follows a chi-square distribution with $S^2$ degrees of freedom) is less than $pvalThreshold$, then set the connection in the connection matrix to 0 for these blocks.

7. For each bucket, if the connection matrix has a row of zeros, then the block corresponding to this row is not connected to any other block in the bucket. Remove this block from the bucket.

8. If $S < blockSize$, then repeat step 6 with $S = \min(S^2, blockSize)$.

9. From the remaining blocks in the buckets, compute the total area. If the total area is less than $minArea$, then discard the remaining blocks; otherwise, the remaining blocks are assumed to be part of the duplicated region.

2.1 Enhanced Expanding Block Algorithm

The expanding block algorithm can be enhanced to capture more sophisticated forgeries. Suppose that a forger modifies the duplicated region by adding or subtracting a small value to each pixel. The duplicated region will be lighter or darker than the original region, but if it is done carefully, then the difference would be invisible. By doing this, the forgery can evade detection by many forgery detection algorithms.

There are two parts of the algorithm that need to be modified. The first part is in selecting a dominant feature. Clearly, the average pixel value will not work since the forged region will have a higher or lower average pixel value and the forged blocks will not be placed in the same
bucket as the original blocks. Instead, the variance is used as the dominant feature since it is not affected by constants. That is, \( \text{var}(\text{p}_x) = \text{var}(\text{p}_x + c) \), where \( c \) is some constant.

The second part is changing the comparison procedure. Note that the null and alternative hypotheses need to be modified for some constant \( c \) as:

\[
\begin{align*}
\mathcal{H}_0 : \mu_x &= \mu_y + c \\
\mathcal{H}_1 : \mu_x &\neq \mu_y + c
\end{align*}
\]

Again, we assume that the error terms are independent Gaussians with mean zero and variance \( \sigma^2 \). Let the test statistic be:

\[
t = \frac{(\text{p}_x - \text{p}_y - c)^T (\text{p}_x - \text{p}_y - c)}{\sigma^2 / b}.
\]

Under the null hypothesis, the test statistic follows a chi-square distribution with \( b \) degrees of freedom. It is assumed that \( c \) is unknown, and therefore the most conservative (smallest) test statistic over all values of \( c \) is used:

\[
t = \min_c \frac{(\text{p}_x - \text{p}_y - c)^T (\text{p}_x - \text{p}_y - c)}{\sigma^2 / b}.
\]

It can be shown that the smallest value of the test statistic occurs when \( c \) is equal to the mean of block \( X \) minus the mean of block \( Y \).

Figure 4b shows an example of a forged image where the forged region has been made slightly lighter than the region it was copied from. Figure 4c highlights the copied regions. Even though the two regions are slightly different, it is very difficult to tell that there is any difference between them.
2.2 Applying the Expanding Block Algorithm on Color Images

Up until now, it has been assumed that the image has one color channel (gray). However, the algorithm can be easily extended to work with color images that have three color channels (red, green, and blue). To start, the blocks are sorted based on the dominant feature. A good choice for the dominant feature in color images is the average intensity \((\text{RED}+\text{GREEN}+\text{BLUE})/3\) of the pixels in the block. Next, block comparisons are done with each color channel sequentially on a small portion of the block. That is, the comparisons start with a small portion of the block on the red color channel and eliminate any non-matching blocks. After this is complete, the comparisons proceed to process the green color channel and then the blue color channel. Finally, the comparison region is expanded. Figure 5 shows an example of a forged color image and the identified copied region.
Figure 5. (a) The original image, (b) the forged image, (c) the highlighted copied region.

3. Experimental Results

This section is divided into four subsections. The first will investigate the effect of changing different parameters in the expanding block algorithm. The second and third subsection will compare the algorithm with other existing algorithms. The last subsection will evaluate the performance of the modified expanding block algorithm. All measurements are performed on a Lenovo laptop with a 2.1GHz Intel Pentium processor and 8GB of RAM.

3.1 Adjusting the Parameters

There are two parameters to be investigated: numBuckets and pvalThreshold. The parameters blockSize and minArea represent basic assumptions about the copied region and will not be investigated. Several values of each parameter will be tested to see the effect on the identification of the forged and non-forged images as well as their performance time. The test image set consists of 100 grayscale images of size 256 × 256 that did not contain a duplicated region. The experiments stepped through all 100 images under various degrees of Gaussian blur (0x0, labeled Blur 0; 3x3, labeled Blur 3; etc.). Forged images were generated by randomly
copying a 64 × 64 pixel square into a non-overlapping region within the same image. In all tests, 
blockSize is set to 16 and minArea is set to 576 (i.e. 24 × 24).

3.1.1 Parameter numBuckets

The first test will investigate the value of numBuckets. The test will step through values 
of 256, 512, 1024, 2048, and 4096. The value of pvalThreshold will be fixed at 0.99. Table 1 
displays the results when there is no duplicated region (false positive) and when there is a 
duplicated region (true positive). The number of false positives means the number of images 
where the algorithm identifies a forged region even though the image did not have one. The 
number of true positives (enclosed in parentheses) means the number of images where the 
algorithm correctly identifies a forged region. The percentage of the duplicated region that the 
algorithm identifies as being duplicated is also shown without parentheses.

Table 1. The number of false and true positives for testing numBuckets.

<table>
<thead>
<tr>
<th>numBuckets</th>
<th>Blurred 0</th>
<th>Blurred 3</th>
<th>Blurred 5</th>
<th>Blurred 7</th>
<th>Blurred 10</th>
<th>Blurred 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>512</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>1024</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2048</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4096</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>numBuckets</th>
<th>Blurred 0</th>
<th>Blurred 3</th>
<th>Blurred 5</th>
<th>Blurred 7</th>
<th>Blurred 10</th>
<th>Blurred 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>100 (100)</td>
<td>88.5 (97)</td>
<td>84.7 (97)</td>
<td>82.5 (95)</td>
<td>82.2 (95)</td>
<td>82.5 (95)</td>
</tr>
<tr>
<td>512</td>
<td>100 (100)</td>
<td>88.5 (97)</td>
<td>84.7 (97)</td>
<td>82.4 (95)</td>
<td>82.1 (95)</td>
<td>82.4 (95)</td>
</tr>
<tr>
<td>1024</td>
<td>100 (100)</td>
<td>88.4 (97)</td>
<td>84.4 (97)</td>
<td>81.4 (94)</td>
<td>81.0 (94)</td>
<td>81.4 (94)</td>
</tr>
<tr>
<td>2048</td>
<td>100 (100)</td>
<td>88.2 (97)</td>
<td>82.0 (95)</td>
<td>78.7 (92)</td>
<td>79.5 (93)</td>
<td>78.7 (92)</td>
</tr>
<tr>
<td>4096</td>
<td>100 (100)</td>
<td>88.1 (97)</td>
<td>79.9 (94)</td>
<td>77.6 (92)</td>
<td>77.8 (92)</td>
<td>77.6 (92)</td>
</tr>
</tbody>
</table>
The results are fairly promising. Although there are some false positives, the algorithm correctly identifies most images that contain a duplicated region. Moreover, it was able to identify a large percentage of the duplicated region. Table 2 shows the average performance time in seconds. When numBuckets is set to 256, the performance time is by far the longest. Arguably, the best overall results are when numBuckets = 4096 since it has the fewest false positives and a few less true positives.

Table 2. The average performance time in seconds.

<table>
<thead>
<tr>
<th>numBuckets</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
<th>4096</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seconds</td>
<td>13.81</td>
<td>7.53</td>
<td>7.03</td>
<td>6.89</td>
<td>9.33</td>
</tr>
</tbody>
</table>

3.1.2 Parameter pvalThreshold

Next pvalThreshold will be investigated. The test will step through values of 0.5, 0.75, 0.9, 0.95, and 0.99. The value of numBuckets will be fixed at 4096. Similar to Table 1, Table 3 shows the number of false and true positives for 100 images.

Table 3. The number of false and true positives for testing pvalThreshold.

<table>
<thead>
<tr>
<th>pvalThreshold</th>
<th>Blur 0</th>
<th>Blur 3</th>
<th>Blur 5</th>
<th>Blur 7</th>
<th>Blur 10</th>
<th>Blur 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>0.75</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>0.9</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>0.95</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>0.99</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pvalThreshold</th>
<th>Blur 0</th>
<th>Blur 3</th>
<th>Blur 5</th>
<th>Blur 7</th>
<th>Blur 10</th>
<th>Blur 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>100 (100)</td>
<td>88.3 (97)</td>
<td>80.6 (94)</td>
<td>79.4 (93)</td>
<td>78.9 (92)</td>
<td>79.3 (93)</td>
</tr>
<tr>
<td>0.75</td>
<td>100 (100)</td>
<td>88.2 (97)</td>
<td>80.5 (94)</td>
<td>79.2 (93)</td>
<td>78.6 (92)</td>
<td>79.2 (93)</td>
</tr>
<tr>
<td>0.9</td>
<td>100 (100)</td>
<td>88.2 (97)</td>
<td>80.2 (94)</td>
<td>78.1 (92)</td>
<td>78.3 (92)</td>
<td>78.1 (92)</td>
</tr>
<tr>
<td>0.95</td>
<td>100 (100)</td>
<td>88.2 (97)</td>
<td>80.1 (94)</td>
<td>78.0 (92)</td>
<td>78.2 (92)</td>
<td>78.0 (92)</td>
</tr>
<tr>
<td>0.99</td>
<td>100 (100)</td>
<td>88.1 (97)</td>
<td>79.9 (94)</td>
<td>77.6 (92)</td>
<td>77.8 (92)</td>
<td>77.6 (92)</td>
</tr>
</tbody>
</table>
When \( pvalThreshold \) is 0.5, the algorithm has the largest number of false negatives. The fewest false negatives are observed when \( pvalThreshold \) is 0.99. The performance for identifying the duplicated regions is fairly similar for all values of \( pvalThreshold \). Table 4 shows the performance time for the different values of \( pvalThreshold \). As expected, a higher \( pvalThreshold \) leads to faster performance time since connections will be set to 0 more easily.

<table>
<thead>
<tr>
<th>( pvalThreshold )</th>
<th>0.5</th>
<th>0.75</th>
<th>0.9</th>
<th>.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Seconds</strong></td>
<td>9.00</td>
<td>8.58</td>
<td>8.09</td>
<td>7.82</td>
<td>7.43</td>
</tr>
</tbody>
</table>

### 3.2 Comparison with Other Algorithms

In this section, the performance of the expanding block algorithm (labeled EB) is compared with three other algorithms, which are based on the sliding block algorithm using nearest neighbor comparison: discrete-cosine transform (labeled DCT), principal component analysis (labeled PCA), and statistical extraction (labeled statistical). Every comparison will include the number of true positives, percentage of duplicated region identified, and false positives. In addition, we would like to know how accurately the algorithm can identify the location and shape of the duplicated region. To this end, the algorithms will be measured on the average number of pixels incorrectly identified as a copied region when the image contains a duplicated region.

In the first set of experiments, a separate set of 100 grayscale images of size 256 \( \times \) 256 was used for the comparisons. The block size was set to 16, nearest neighbor to 1, and minimum distance \( (N_d) \) to 10. The copied region was assumed to be at least 24 \( \times \) 24, so the shift threshold
for the sliding block algorithm was set to 64. numBuckets was set to 4096 and pvalThreshold was set to 0.99. To test the algorithms with forgeries, a square of random size from $24 \times 24$ to $64 \times 64$ was copied and pasted into a non-overlapping random location within the same image. This was done 10 times for every image for a total of 1000 forged images (10 different forgeries for each of 100 images) and 100 non-forged images.

### 3.2.1 Varying the Copied Region Size

Table 5 shows the first test of a basic comparison of the methods involving the original images and the forged images without any additional modifications. While the expanding block algorithm has the most false positives with 3, it is by far the best in correctly identifying the forged region at an average of only 85 pixels incorrectly. Figure 6 shows an example of a copy-move forgery and the results from the four detection methods. The correctly identified portions of the image are shaded green and the incorrect portions are shaded red. Only the expanding block algorithm is able to correctly identify the forged areas with no mistakes.

#### Table 5. Comparison of the methods where the images have not been modified.

<table>
<thead>
<tr>
<th>% of True Positives:</th>
<th>False Positives:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Images</td>
</tr>
<tr>
<td>%</td>
<td></td>
</tr>
<tr>
<td>DCT 100</td>
<td>DCT 1</td>
</tr>
<tr>
<td>Statistical 100</td>
<td>Statistical 2</td>
</tr>
<tr>
<td>PCA 100</td>
<td>PCA 0</td>
</tr>
<tr>
<td>EB 100</td>
<td>EB 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% of copied Region Correctly Identified:</th>
<th>Pixels Incorrectly Identified as Copies:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pixels</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td></td>
</tr>
<tr>
<td>DCT 100%</td>
<td>DCT 633.21</td>
</tr>
<tr>
<td>Statistical 100%</td>
<td>Statistical 784.4</td>
</tr>
<tr>
<td>PCA 100%</td>
<td>PCA 305.81</td>
</tr>
<tr>
<td>EB 100%</td>
<td>EB 85.12</td>
</tr>
</tbody>
</table>
Figure 6. (a) The original image, (b) the forged image, (c) DCT copy move detection, (d) statistical copy move detection, (e) PCA copy move detection, (f) expanding block copy move detection.

Table 6 shows the performance time of different methods. It is observed that the performance time of the expand block algorithm is slower than DCT and statistical, but much faster than PCA.

<table>
<thead>
<tr>
<th></th>
<th>DCT</th>
<th>PCA</th>
<th>Statistical</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seconds</td>
<td>2.23</td>
<td>22.41</td>
<td>4.98</td>
<td>10.32</td>
</tr>
</tbody>
</table>
3.2.2 JPEG Compression

This set of tests will investigate the performance of the expanding block algorithm under JPEG compression. In Figure 7, the compression ratios used are 1, 0.95, 0.9, 0.85 and 0.8, where compression ratio is the compressed file size divided by the original file size. In all cases, the expanding block algorithm has the most true positives. The algorithm does very well when the JPEG compression ratio is on the larger side. However, when the JPEG compression ratio becomes smaller, the expanding block algorithm has more false positives.

Figure 7. The performance of different algorithms under JPEG compression.
Figure 8 presents an example of a copy-move forgery and the results from the four detection methods under JPEG compression with compression ratio 0.95. All four methods are able to identify the forged region; however, only PCA detection and the expanding block algorithm are able to identify the forgery with no mistakes.

Figure 8. (a) The original image, (b) the forged image with JPEG compression ratio 0.95, (c) DCT copy-move detection, (d) statistical copy-move detection, (e) PCA copy-move detection, (f) expanding block copy-move detection.

3.2.3 Varying the Image Blurring

Figure 9 shows the test for the effect of Gaussian blurring. The blurring uses various sizes ranging from $3 \times 3$ to $15 \times 15$. 
In terms of identifying the images that have duplicated regions, the expanding block algorithm does very well. It either does as good as other algorithms or much better. When the image has a forgery, the expanding block algorithm incorrectly identifies far fewer pixels as forgeries than the other algorithms. However, the expanding block algorithm tends to have more false positives than the other algorithms.

Figure 10 shows an example of a copy-move forgery and the results from the four detection methods under $10 \times 10$ Gaussian blurring. None of the methods are able to completely identify the forged region; however, the expanding block algorithm identifies the largest portion of the forged region and has the least mistakes.
Figure 10. (a) The original image, (b) the forged image with $10 \times 10$ Gaussian blurring, (c) DCT copy-move detection, (d) statistical copy-move detection, (e) PCA copy-move detection, (f) expanding block copy-move detection.

3.3 Comparisons with Irregularly Shaped Regions

To evaluate the robustness of our proposed procedure, we investigated the performance of the expanding block algorithm with non-square duplicated regions. We chose four different shapes, a rectangle with a minimum length of 16 pixels, a square with a 20x20 pixel section of the upper-left and lower-right corner removed, labeled Square w/o Corners (the shape was also used in [16]), a circle, and a donut with an inner radius of 5 pixels. As in the previous section, 10 different forgeries for each of the 100 images were created for each shape using a random area of
576 (24 x 24) to 4096 (64 x 64). Figure 11 shows the results. With the exception of the circle shape, the expanding block algorithm performed better than the other methods in terms of the percentage of forgeries identified, particularly for the square without corners and the donut shape. Remarkably, the expanding block algorithm had by far the least number of pixels incorrectly identified for every shape considered.

Figure 11. The performance of different algorithms for irregular shaped regions.

3.4 Results for the Enhanced Expanding Block Algorithm

Table 7 shows the testing results of the enhanced expanding block algorithm. The algorithm is tested on a set of 100 grayscale images of size 256 x 256, where each image contains 10 different forgeries. Like the above tests, a square of random size from 24 x 24 to 64
× 64 is copied. However, before pasting it back into the image, the copied region is made darker or lighter by a small amount, so that the original and forged regions differ by a small shade. Specifically, the forged region is made lighter by a value of 5, 2, and 1, darker by 5, 2, and 1, and no change. Other algorithms are not included in the test since the other algorithms are not designed to catch this specific type of forgery. For this test, *numBuckets* is set to 4096 and *pvalThreshold* is set to 0.99. The enhanced expanding block algorithm correctly identifies every image and is very accurate in identifying the shape and location of the forged region.

Table 7. The testing results of the enhanced expanding block algorithm.

<table>
<thead>
<tr>
<th></th>
<th>-5</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>+1</th>
<th>+2</th>
<th>+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of True Positives</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>% correctly identified</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Pixels Incorrectly Identified</td>
<td>74.1</td>
<td>74.1</td>
<td>74.4</td>
<td>75.6</td>
<td>74.4</td>
<td>73.7</td>
<td>73.8</td>
</tr>
</tbody>
</table>

4. Conclusions

It has been shown that the expanding block algorithm is an effective method for identifying image copy-move forgery. It is particularly good at identifying the location and shape of the forged regions. It is also shown that the expanding block algorithm is able to catch specific types of forgeries, such as under JPEG compression, the effect of Gaussian blurring, or when the duplicated region is made lighter or darker. The advantage of the expanding block algorithm is that it can handle block comparison methods that require two blocks to be directly compared with each other (as opposed to nearest neighbor which only allows indirect block comparison.
based on the blocks’ features). As shown in this paper, direct block comparison can be done without a large sacrifice in performance time.
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