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Abstract

In some harsh environments, manually deploying sensors
is impossible. Alternative methods may lead to imprecise
placement resulting in coverage holes. To provide the re-
quired high coverage in these situations, we propose to de-
ploy sensor networks composed of a mixture of mobile and
static sensors in which mobile sensors can move from dense
areas to sparse areas to improve the overall coverage. This
paper presents a bidding protocol to assist the movement of
mobile sensors. In the protocol, static sensors detect cov-
erage holes locally by using Voronoi diagrams, and bid for
mobile sensors based on the size of the detected hole. Mo-
bile sensors choose coverage holes to heal based on the bid.
Simulation results show that our algorithm provides suit-
able tradeoff between coverage and sensor cost.

1. Introduction

Wireless sensor networks are expected to be intensively
utilized in the future since they can greatly enhance our
capability of monitoring and controlling the physical en-
vironment. Sensor networks are revolutionizing the tradi-
tional methods of data collection, bridging the gap be-
tween the physical world and the virtual information world
[8, 11, 14, 16]. Due to the inextricable relation with the
physical world, the proper deployment of sensors is very
important for the successful completion of the sensing tasks
issued [6, 17].

In many potential working environments, such as remote
harsh fields, disaster areas and toxic urban regions, sensor
deployment cannot be performed manually. To scatter sen-
sors by aircraft is one possible solution. However, using this
technique, the actual landing position cannot be controlled
because of the existence of wind and obstacles, such as trees
and buildings. Consequently, the coverage may be inferior
to the application requirements no matter how many sen-
sors are dropped. Moreover, in many cases, such as dur-

ing in-building toxic-leaks [9, 10], chemical sensors must
be placed inside a building from the outside. In these sce-
narios, it is necessary to make use of mobile sensors, which
can move to the correct places to provide the required cov-
erage.

In our previous work [18], we designed three dis-
tributed self-deployment protocols that assist mobile sen-
sors in moving from densely covered areas to sparsely cov-
ered areas, and demonstrated that these protocols can pro-
vide good coverage within a short time while keeping a
low deployment cost in terms of moving distance and mes-
sage complexity. Simulation results also showed that our
algorithms can work under all initial deployments. How-
ever, to equip each sensor with a motor increases the
network cost and is unnecessary when the coverage re-
quirement is not very strict, or if sensors can be scattered
in the target field relatively uniformly. To achieve a bal-
ance between sensor cost and coverage, we can deploy
a mixture of mobile sensors and static sensors to con-
struct sensor networks.

In this paper, we propose a new distributed bidding pro-
tocol for the deployment of mobile sensors, especially de-
signed for sensor networks in which only a subset of de-
ployed sensors are mobile. In our protocol, mobile sensors
are treated as servers to heal coverage holes, which are lo-
cations not covered by any sensor. Each mobile sensor has
a certain base price for serving one hole in the sensing field.
The price is related to the size of any new hole generated
by their movement. Static sensors will detect the coverage
holes locally, estimate their sizes as bids, and bid the mo-
bile sensors with a base price lower than their bids. Mobile
sensors choose the highest bids and move to heal the largest
coverage holes. This process iterates until no static sensor
can give a bid higher than the base price of any mobile sen-
sor and the process terminates naturally. Simulation results
show our bidding protocol can achieve high sensor cover-
age at low cost.

The rest of the paper is organized as follows. Section 2
introduces the technical preliminary on Voronoi diagram,
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which is an important data structure used to detect the cov-
erage holes. Section 3 analyzes the partial-mobile problem
from the theoretical perspective. A detailed description of
the bidding protocol is given in section 4. Section 5 de-
scribes our evaluation methodology and presents the sim-
ulation results. Section 6 concludes this paper.

2. Technical Preliminary On Voronoi Dia-
gram
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Figure 1. Voronoi diagram

The Voronoi diagram [5, 12, 13] is an important data
structure in computational geometry. It represents the prox-
imity information about a set of nodes. The Voronoi dia-
gram of a collection of geometric nodes partitions the space
into cells, each of which consists of the points closer to one
particular node than to any others. Figure 1(a) is an exam-
ple of the Voronoi diagram, and Figure 1(b) is an example
of a Voronoi cell, which is used to introduce some techni-
cal terms about Voronoi diagram. A, B, C, D, and E are
the Voronoi neighbors of node O. lines a, b, c, d, and e are
the Voronoi edges and the polygon constructed with these
lines is the Voronoi cell of O. V1, V2, V3, V4, and V5 are the
Voronoi vertices of O, which are the intersection points of
its Voronoi edges. O’s Voronoi edges are the vertical bisec-
tors of the line passing O and its Voronoi neighbors, e.g.,
line a is line OA’s vertical bisector. All the points inside
O’s Voronoi cell are closer to O than any other nodes.

Our sensor deployment protocols are based on Voronoi

diagrams. As shown in Figure 1(a), each sensor, represented
by a number, is enclosed by a Voronoi cell. These poly-
gons together cover the target field. The points inside one
polygon are closer to the sensor inside this polygon than
the sensors positioned elsewhere. If this sensor cannot de-
tect the expected phenomenon, no other sensor can detect
it. As a result, each sensor is responsible for the sensing
task in its Voronoi cell and we choose the Voronoi diagram
as our data structure to examine the coverage holes. In this
way, each node can examine the coverage hole locally, and
only needs to monitor a small area around it. Also, to con-
struct the Voronoi cell, each sensor needs only to know the
existence of its Voronoi neighbors, which reduces the com-
munication complexity since it is sufficient to communicate
locally with its Voronoi neighbors.

3. Theoretical Analysis

3.1. Problem Statement

When a portion of deployed sensors are mobile, the de-
ployment problem can be described as follows: given a tar-
get field covered by a number of circles (the sensing circle
of the static sensors), but still having some uncovered ar-
eas, how to place a certain number of additional circles (the
sensing circle of the mobile sensors) to maximize the over-
all coverage.

3.2. Reducing to the Set-Covering Problem

This problem is at least as hard as the set-covering prob-
lem, which is NP-hard. The set-covering problem [4, 15]
can be stated as follows. Given a ground set X and a collec-
tion F of its subsets satisfying

X =
⋃

S∈F

S,

find a minimum-size subset C ⊆ F , whose elements cover
all of X :

X =
⋃

S∈C

S.

In our deployment problem, we can partition the target field
into a large number of extremely small grid squares and as-
sume that the mobile sensors can only be located in the cen-
ter of the grid squares. If the partition is fine enough, choos-
ing the grid squares in which to place the mobile sensors is
the same as our deployment problem. The squares are as-
signed two colors, white and black, as shown in Figure 2.
The black squares are those covered by the static sensors
and the white squares are those not covered. We can view
the area not covered by any static sensors in the target field
as the ground set X , with the white grid squares as its el-
ements. A sensing circle encompasses a set of white grid
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squares, which form a subset (S) of X . The elements of S
are determined by the center of the sensing circle, which
is the location of the mobile sensor. We can say subset S
is determined by the grid square where the mobile sensor
is located. Then, we have a collection of n subsets, where
n is the number of the white grid squares. Obviously, the
union of these n subsets is equal to X . Finding the small-
est number of sensors to completely cover the target field is
equivalent to finding the smallest number of subsets whose
union is X , which is a set-covering problem. Our deploy-
ment problem of getting the maximum coverage with N
mobile sensors, is linear-time reducible to this set-covering
problem with the following reduction function:

for i = 1, . . ., N
calculate the max coverage with i mobile sensors
if the coverage is equal to 1

stop and the answer is i
end

The set-covering problem is a strongly NP-hard problem.
Current hardness results [7] show that there is no polyno-
mial time approximation algorithm for set-covering whose
performance is better than (1+ o(1)) ln n unless each prob-
lem in NP can be solved in O(nO(lnln(n))) time.

3.3. Greedy Approximation Algorithm

Although our problem is a fundamentally difficult prob-
lem, and there is no optimal solution, we can still find
some practical solutions to approximate the optimal solu-
tion based on heuristics. Similar to the greedy algorithm,
which is a commonly used heuristic for the set covering
problem, our deployment problem can be solved as follows:

for i = 1, . . ., N
1. assign each white square a weight, which is the

number of white squares covered if a mobile
sensor is placed inside.

2. sort the white squares by their weights
3. place a sensor in the white square with

the highest weight, change the color of
the newly covered squares to black.

end

4. The Bidding Protocol

4.1. General Idea of the Bidding Protocol

According to the greedy heuristic for this NP-hard prob-
lem, mobile sensors should move to the area where the most
additional coverage can be obtained. After a mobile sensor
leaves its original location to cover (heal) another cover-
age hole, it may generate a new hole in its original loca-
tion. Thus, a mobile sensor only moves to heal another hole
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Figure 2. Reducing to the set-covering prob-
lem

if its leaving will not generate a larger hole than that to be
healed. However, due to lack of global information, mobile
sensors may not know where the coverage hole exists. Even
with the location of the coverage hole, it is still a big chal-
lenge to find the target position inside the coverage hole,
which can bring the most additional coverage when a mo-
bile sensor is placed there compared to other positions. We
propose to let the static sensors detect the coverage holes lo-
cally, estimate the size of these holes, and determine the tar-
get position inside the hole. Based on the properties of the
Voronoi diagram, static sensors can find the coverage holes
locally and provide a good way to estimate the target loca-
tion of the mobile sensors.

The roles of mobile and static sensors motivate us to de-
sign a bidding protocol to assist the movement of the mo-
bile sensors. We view a mobile sensor as a hole healing
server. Its service has certain base price, which is the es-
timate of generated coverage hole after it leaves the current
place. Static sensors are the bidders of the coverage hole
healing services. Their bids are the estimated sizes of the
holes they detect. Mobile sensors choose the highest bids
and move to the target locations provided by the static sen-
sors.

The bidding protocol runs round by round after the ini-
tialization period. During the initialization period, all static
sensors broadcast their locations and identities locally. We
choose the broadcast radius to be two hops, with which sen-
sors can construct the Voronoi diagram in most cases. After
the initialization period, static sensors broadcast this infor-
mation again only when new mobile sensors arrive and need
this information to construct their own Voronoi cells.

Each round consists of three phases: service advertise-
ment, bidding, and serving. In the advertisement phase, mo-
bile sensors broadcast their base prices and locations in a lo-
cal area. The base price is set to be zero initially. In the bid-
ding phase, static sensors detect coverage holes locally by
examining their Voronoi cells. If such holes exist, they cal-

Proceedings of the 11th IEEE International Conference on Network Protocols (ICNP’03) 

1092-1648/03 $17.00 © 2003 IEEE 



Notations:
bid〈h loc, h size〉: target location of the mobile sensor and the estimated additional coverage
listb: list of bid〈h loc, h size〉
mobile〈id,m loc, base price〉: the location of a mobile sensor and its base price
listm: list of mobile〈id,m loc, base price〉
static〈id, s loc〉: the id and location of a static sensor
lists: list of static〈id, s loc〉

At static sensor Ni

(1) Initialization:
(1.1) set timer to be (init interval + advertise interval), enter Bidding phase upon timeout
(1.2) broadcast static〈i, s loci〉

(2) Upon entering Bidding phase
(2.1) set timer to be round interval, enter Bidding phase upon timeout
(2.2) construct Voronoi cell considering lists and listm whose base price > 0
(2.3) compose bid〈h loc, h size〉 if a coverage hole exists
(2.4) find the closest mobile sensor Nj from listm so that (base pricej < h size)
(2.5) send bid〈h loc, h size〉 to Nj if Nj is found

(3) Upon receiving mobile〈j, m locj , base pricej〉 from Nj :
(3.1) add mobile〈j, m locj , base pricej〉 to listm

(3.2) if Nj is a newly arriving sensor, broadcast static〈i, s loci〉
(4) Upon receiving static〈j, s locj〉 from Nj :

(4.1) add static〈j, s locj〉 to lists

At mobile sensor Ni

(1) Initialization:
(1.1) set timer to be init interval, enter Service-Advertisement phase upon timeout
(1.2) set base pricei to be zero

(2) Upon entering Service-Advertisement phase
(2.1) set timer to be advertise interval, enter Bidding phase upon timeout
(2.2) Broadcast mobile〈i, m loci, base pricei〉

(3) Upon entering Bidding phase
(3.1) set timer to be bidding interval, enter Serving phase upon timeout
(3.2) if base pricei �= 0

(3.2.1) Construct Voronoi cell considering lists and listm whose base price > 0
(3.2.2) Compose bid〈h loc, h size〉 if a coverage hole exists
(3.2.3) find the closest mobile sensor Nj from listm so that (base pricej < h size)
(3.2.4) send bid〈h loc, h size〉 to Nj if Nj is found

(4) Upon entering Serving phase:
(4.1) set timer to be serving interval, enter Service-Advertisement phase upon timeout
(4.2) if length(listb) > 0

(4.2.1) search listb, get bid〈h loc, h size〉 with largest h size
(4.2.2) move to h loc
(4.2.3) set base price = h size

else
(4.2.4) do duplicate healing detection

set base price = 0 if duplicate healing happens
(4.2.5) do local adjustment if no duplicate healing happens

(5) Upon receiving mobile〈j, m locj , base pricej〉 from Nj :
(5.1) add mobile〈j, m locj , base pricej〉 to listm

(6) Upon receiving static〈j, s locj〉 from Nj :
(6.1) add static〈j, s locj〉 to lists

Table 1. The Bidding Protocol
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culate the bids and the target locations for the mobile sen-
sors. Based on the received information from the mobile
sensors, the static sensor can find a closest mobile sensor
whose base price is lower than its bid, and sends a bidding
message to this mobile sensor. In the serving phase, the mo-
bile sensor chooses the highest bid and moves to heal that
coverage hole. The accepted bid will become the new base
price of the mobile sensor. After the serving phase, another
new round can start after the mobile sensors broadcast their
new locations and new base prices. As the base price in-
creases monotonically, when no static sensors can give out
a bid higher than the base price of the mobile sensors, the
protocol terminates.

Before getting into the technical details of the bid pro-
tocol, we first use an example to show how the proto-
col works. As shown in Figure 3, the circles with stripped
shadow are the sensing coverage of the static sensors, and
the circles with grid shadow are that of the mobile sensors.
Initially, 40 sensors are randomly placed in a 50m × 50m
flat field, among which 30% are mobile sensors. The initial
coverage is 82%. The protocol terminates in the fifth round.
The sixth round has the same topology as the fifth round and
the coverage reaches 93%. The formal description of the al-
gorithm is given in Table 1. We discuss the technical details
in the following subsections.

4.2. Bid Estimation

In the bidding message, static sensors give out the esti-
mated coverage hole size and the target location to which
the mobile sensor should move. This information is calcu-
lated based on their Voronoi cells. Static sensors construct
Voronoi cells considering only static neighbors and mobile
neighbors which are not likely to move. These mobile sen-
sors are detected by examining their base prices. If the base
price of a mobile sensor is zero, this sensor has not moved
yet and most likely it will move to heal some coverage holes
soon. Thus, when detecting coverage holes, static sensors
do not consider those mobile sensors which are about to
leave. To construct its Voronoi cell, each sensor first calcu-
lates the bisectors of the considered sensors and itself based
on the location information. These bisectors form several
polygons. The smallest polygon encircling the sensor is the
Voronoi cell of this sensor.

Having constructed the Voronoi cells, static sensors ex-
amine these cells. If there exists a coverage hole, the static
sensor chooses the farthest Voronoi vertices as the target
location of the coming mobile sensor. Inside one coverage
hole, there are many positions that a mobile sensor can be
located. If the mobile sensor is placed at the position far-
thest from any nearby sensors, the gained coverage is the
highest since the overlap of the sensing circles between this
new coming mobile sensor and existing sensors is the low-

est. As shown in Figure 4, sensor Na chooses its farthest
Voronoi vertex O as the target location of the mobile sen-
sor it bids for.

sensing range
Na Nb

O

Nc

Figure 4. Bid estimation

From the global point of view, using the greedy heuris-
tic to choose the largest coverage hole may not be optimal in
some cases. As shown in Figure 5, A is the farthest Voronoi
vertex of Na. Although a high additional coverage can be
obtained by placing a mobile sensor at A, it is not glob-
ally optimal since it leaves some scattered coverage holes
which are hard to cover by placing additional mobile sen-
sors. To deal with this problem, we propose an optimiza-
tion which puts a limit on the maximum distance between
the calculated target location and the bidder. As shown in
Figure 5, by setting this maximum distance, a mobile sen-
sor will be placed at B so that another mobile sensor can
move to point C, to achieve better coverage.

Nb

Na

Nc

Maximum distance

B

A

C

Figure 5. Optimize the greedy heuristic

Having determined the target location of the mobile sen-
sor it bids, static sensors calculate the bid as: π ∗ (d −
sensing range)2, where d is the distance between the bid-
der and the target location. As shown in Figure 4, Na’s bid
is the area of the inner circle centered at O, which is not the
actual additional coverage to be obtained. The actual addi-
tional coverage is the shadow area, which is difficult to cal-
culate since it involves the union of circles. Using the inner
circle as the bid simplifies the calculation, and can be used
to approximate the actual additional coverage, which is the
sensing circle minus the overlapping area of the sensing cir-
cles. The larger the overlapping area, the smaller the inner
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Figure 3. Snapshot of the execution of the bidding protocol

circle. Thus, the bid used can represent the relative size of
the coverage holes.

The property of the Voronoi diagram guarantees that the
shadow area is always the additional coverage. This can be
explained as follows. The points inside one Voronoi cell are
closest to the sensor in this cell. The points in the Voronoi
edge are closest to these two sensors besides this edge. The
Voronoi vertex is the point closest to the sensors which con-
tribute to the existence of this vertex. The sensing circle
centered at the Voronoi vertex must only overlap with the
sensing circles of the sensors which contribute to the con-
struction of this Voronoi vertex. Thus we guarantee that the
shadow area shown in Figure 4 is always the additional cov-
erage brought by placing a mobile sensor at O.

In addition to the static sensors, mobile sensors with a
base price larger than zero also act as bidders. This is nec-
essary because mobile sensors with a relatively larger price
are essential acting as static sensors. At this point, they can
assist the movement of other mobile sensors.

4.3. Duplicate Healing Detection

A duplicate healing occurs when two mobile sensors
move to heal the same coverage hole. Figure 6(a) shows
one example. A is the farthest Voronoi vertex of Na and B
is the farthest Voronoi vertex of Nb. Both Na and Nb bid

mobile sensors to their farthest Voronoi vertices. It is possi-
ble that both biddings are successful, resulting in duplicate
healing. We propose a self-detection algorithm for mobile
sensors to solve this problem. In the advertisement phase,
mobile sensors broadcast their locations and base prices. If a
mobile sensor hears that another mobile sensor in its neigh-
borhood has a higher base price than its own, it will run
the detection algorithm to check whether a duplicate heal-
ing has occurred. If yes, the mobile sensor reduces its base
price to zero and it will likely to move to cover a differ-
ent hole. This duplicate healing can be easily extended to
the case that more than two mobile sensors move to heal the
same hole since the detection algorithm will move all the
sensors except that with the largest price (or the largest id
when the base prices are the same) away to other holes.

In the detection algorithm, the detecting mobile sensor
calculates a detecting threshold, equal to π ∗ (dmin −
sensing range)2, where dmin is the distance to its clos-
est neighbor. If the detecting threshold is smaller than its
new base price, or dmin is smaller than the sensing range,
a duplicate healing has occurred, since without duplicate
healing, the calculated value should be the same as its
new base price. As shown in Figure 6(b), Ne and Nf ,
located in A and B respectively, are the mobile sensors
bid by Na and Nb. Nf ’s new base price, the bid put for-
ward by Nb, is calculated without considering Ne, which
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is π ∗ (db,f − sensing range)2, where db,f is the distance
between Nb and Nf . Without a duplicate healing, db,f is
just dmin, and the calculated detecting threshold should be
the same as the new base price. If duplicate healing has oc-
curred, de,f is dmin, which is smaller than db,f , and the de-
tecting threshold is smaller than the new base price.

A
B

Nc

Nd

Na

Nb

(a) The duplicate healing problem

Nc

Nd

Na

Nb

Ne
NfA

B

(b) Fix the duplicate healing problem

Figure 6. Duplicate healing

4.4. Local adjustment with the VEC algorithm

It is possible that the target location of the mobile sensors
calculated by the static sensors is not accurate. As shown in
Figure 7, the mobile sensor should not be centered at A,
since moving to B can achieve a better coverage. The pro-
cess of moving the mobile sensor from A to B is called lo-
cal adjustment.

Nc

Nd

Na

Nb

A B
Ne

Figure 7. Local adjustment

We use the VEC (VECtor-based) algorithm [18] to per-
form local adjustment. The VEC algorithm was proposed

in [18] for sensor deployment when all sensors are mobile.
VEC is motivated by the attributes of electro-magnetic par-
ticles: when two electro-magnetic particles are too close to
each other, there will be a force to push them apart. Assume
di,j is the distance between Ni and Nj , and da is the av-
erage distance between two sensors when the sensors are
evenly distributed into the working area. da can be calcu-
lated beforehand since we will be able to know the target
area and the number of sensors to be deployed. The vir-
tual force between two single sensors Ni and Nj are calcu-
lated as: da − di,j . This force will push the nodes to move
da−di,j

2 away from each other. In case one sensor covers its
Voronoi cell completely and should not move, the other sen-
sor will move da − di,j . The final force is the summation
of the forces from all its Voronoi neighbors. In this way,
the virtual forces “pushes” sensors from the densely cov-
ered area to sparsely covered area. The detailed description
of VEC can be found in [18]. Figure 8 shows how VEC
works. Round 0 is the initial random deployment of 35 sen-
sors in a 50m by 50m flat space, with the sensing range of 6
meters, and the coverage of 75.7% initially. After Round 1
and Round 2, the coverage is improved to 92.2% and 94.7%
respectively.

As shown in Figure 7, since the mobile sensor is too
close to Nd, the force between them pushes the mobile sen-
sor to B by using the VEC algorithm.

5. Performance Evaluations

We evaluate our bidding protocol from two aspects: the
deployment quality which is measured by the coverage and
deployment time, and the deployment cost which is mea-
sured by the cost of the sensors and the energy consump-
tion. Sensor coverage is the primary concern of our al-
gorithm. Deployment time is a function of the number of
rounds needed to achieve certain coverage and the time of
each round. The duration of each round is primarily deter-
mined by the moving speed of the sensors, which is a me-
chanical attribute. Thus, we use the number of rounds to
measure the deployment time.

Both mechanical moving and electrical communication
consume energy, but mechanical movement is the dominant
factor. Therefore, we use moving distance as the evaluation
metric for energy consumption. Sensor cost is determined
by the total number of sensors used and the percentage of
mobile sensors among them. As more mobile sensors are
used, a better coverage can be obtained, but the sensor cost
will be increased. Thus, we also evaluate the tradeoff be-
tween cost and coverage.
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(a) Round 0 (b) Round 1 (c) Round 2

Figure 8. Snapshot of the execution of VEC

5.1. Evaluation Methodology

The bidding protocol is implemented in the ns-2 (ver-
sion 2.1b9a) simulator. Unless otherwise stated, we initially
deploy 40 sensors randomly in the field and run 10 in-
dependent experiments. The results presented are the av-
erage of these experiments. For the network components,
the physical layer is based on the RF MOTE from Berke-
ley, with 916.5MHZ OOK 5kbps as the bandwidth and 20
meters as the transmission range. We use 802.11 as the
MAC layer protocol and DSDV as the routing protocol. We
also did evaluations based on AODV and DSR. The ob-
tained coverage and moving distance are similar. Based on
the information from [3], we set the sensing range to be
6 meters. This is consistent with other current sensor pro-
totypes, such as Smart Dust (U.C.Berkeley), CTOS dust,
Wins (Rockwell)[2], and JPL[1].

5.2. Simulation Results

5.2.1. Tradeoff between cost and coverage In order to
evaluate the tradeoff between cost and coverage, we com-
pare three sensor deployment algorithms: random deploy-
ment, the VEC algorithm, and the bidding protocol. Ran-
dom deployment is used for sensor deployment when all
sensors are static; the VEC algorithm is used when all sen-
sors are mobile; and the bidding protocol is used when both
mobile and static sensors exist. Figure 9 shows the total
number of sensors needed to reach certain coverage with
these three algorithms. In this figure, random deployment
is used when the percentage of mobile sensors is 0%, and
the VEC algorithm is used when the percentage of the mo-
bile sensors is 100%. The bidding protocol is used when the
percentage of mobile sensors varies from 10% to 50%.

As shown in Figure 9, to reach a certain coverage, ran-
dom deployment needs the most number of sensors, and the
VEC algorithm needs the least number of sensors. As the
percentage of mobile sensors increases, the required num-
ber of sensors to reach a certain coverage decreases. Com-

pared to random deployment, the bidding protocol can sig-
nificantly reduce the number of sensors required to reach
a certain coverage. For example, to reach a 90% cover-
age, with only 10% of mobile sensors, the bidding proto-
col needs 30% fewer sensors; when 50% of the sensors are
mobile, the required number of sensors is reduced by 50%.
Compared to the VEC algorithm where all sensors are mo-
bile, to reach 90% coverage, the bidding protocol requires
40% fewer mobile sensors, although it requires 20% more
sensors in total with 50% mobile sensors. Note that the cost
of static sensors will typically be cheaper than the mobile
sensors, so the overall cost of using both static and mobile
sensors will be reduced.

0 0.1 0.2 0.3 0.4 0.5 1
20

30

40

50

60

70

80

90

Percentage of mobile sensors

M
in

im
um

 n
um

be
r 

of
 s

en
so

rs
 r

eq
ui

re
d

coverage=90%
coverage=95%
coverage=98%

Figure 9. The number of sensors needed to
reach certain coverage under different mo-
bile percentage

Figure 10 shows the sensor cost of these three algorithms
to reach a certain sensor coverage. Based on the cost ratio
between the mobile sensor and the static sensor, the over-
all sensor cost of these three algorithms may be different.
Intuitively, if the cost ratio is low (e.g., 1.5), increasing the
percentage of mobile sensors can reduce the overall sen-
sor cost. On the other hand, if the mobile sensors are very
expensive, using only static sensors may have the lowest
sensor cost (not shown in the figure). When the cost ratio
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Figure 10. The cost of sensors to reach certain coverage

is somewhere in the middle, the bidding algorithm which
has a mix of mobile and static sensors can achieve the low-
est sensor cost. For example, when the cost ratio is 3.5, to
reach 95% coverage, the bidding algorithm has the lowest
cost when 10% sensors are mobile. Based on this figure, we
can see there is a tradeoff between cost and coverage. The
bidding protocol can achieve a balance between these two
most of the time.

5.2.2. Sensor Coverage Figure 11 shows the coverage
reached after each round with different percentages of mo-
bile sensors in our bidding protocol. It’s easy to see that our
bidding protocol is stable and the coverage monotonically
increases as the number of rounds increases. Also, the de-
ployment time is relatively short. The figure only shows the
number of rounds needed to terminate in the worst case. On
average, the number of rounds needed to terminate is 2.3,
3.9, 4.3, 5.6, 6.6 when 10%, 20%, 30%, 40% and 50% of
the sensors are mobile respectively.
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Figure 11. Sensor Coverage (n=40)

Generally speaking, as the percentage of mobile sensors
increases, the sensor coverage also increases, since more
mobile sensors can move to increase the coverage. How-
ever, at the end of the first round, the coverage is very close
when the percentage of mobile sensors varies from 10% to

50%. Further, the coverage is 88.4% when 40% of the sen-
sors are mobile, but the coverage is only 88% when 50%
of the sensors are mobile. This phenomenon is because of
duplicate healing and can be further explained by Figure
12. From the figure, we can see that duplicate healing oc-
curs more often when the percentage of mobile sensors in-
creases. For example, at the end of the first round, with 50%
mobile sensors, there are 6.4 duplicate healings, which is
about twice of that with 40% mobile sensors. This dupli-
cate healing effectively limits the benefit of having addi-
tional mobile sensors in the first several rounds. After sev-
eral rounds, duplicate healing disappears or significantly
drops. This explains why the coverage is mainly decided
by the percentage of mobile sensors after several rounds in
Figure 11.
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Figure 12. Duplicate healing number(n=40)

5.2.3. Moving Distance and Efficiency Figure 13 shows
the average moving distance of mobile sensors with differ-
ent percentages of mobile sensors. When the percentage of
mobile sensors is low (e.g., 10% and 20%), the moving dis-
tance is relatively long, as expected. The counter-intuitive
result is that when the percentage of mobile sensor is 50%,
the average moving distance is longer than that with 30%
mobile sensors. The duplicate healing problem is the major
reason. When there are a large number of mobile sensors,
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duplicate healing occurs more often and many sensors have
to move more than once. If a sensor moves once and heals a
coverage hole effectively, it will typically move a relatively
short distance. From this figure, we conclude that the mov-
ing distance is the lowest when 30% of the sensors are mo-
bile.
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Figure 13. Average moving distance of mo-
bile sensors (n=40)

6. Conclusions and Future Work

In this paper, we proposed to deploy a mixture of mo-
bile and static sensors to construct sensor networks to pro-
vide the required uniform sensing service in harsh environ-
ments while maintaining a relatively low cost. We proved
this is a NP-hard problem and designed a bidding protocol
within which an optimized greedy approximation algorithm
was used to deploy mobile sensors. Performance evaluation
shows that our bidding protocol can increase the coverage
significantly with low communication overhead, low com-
putation complexity and limited movement. We also calcu-
late the sensor costs to reach certain coverage by using all
static sensors, all mobile sensors and the mix type with our
bidding protocol, and find that the mix type can achieve a
good balance between coverage and sensor cost.

To our knowledge, this is the first paper on deploying a
mix of static and mobile sensors to meet the coverage re-
quirement. We believe that this work will stimulate further
research along this line. As future work, we will study how
obstacles on the field affect the performance, and how to
deal with non-uniform sensing coverage. We will also study
other approximation algorithms and look at the tradeoff be-
tween mechanical movement and electrical communication.
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