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A Deep Learning Model for Transportation Mode
Detection Based on Smartphone Sensing Data

Xiaoyuan Liang , Yuchuan Zhang, Guiling Wang, and Songhua Xu

Abstract— Understanding people’s transportation modes is
beneficial for empowering many intelligent transportation sys-
tems, such as supporting urban transportation planning. Yet, cur-
rent methodologies in collecting travelers’ transportation modes
are costly and inaccurate. Fortunately, the increasing sensing and
computing capabilities of smartphones and their high penetration
rate offer a promising approach to automatic transportation
mode detection via mobile computation. This paper introduces a
light-weighted and energy-efficient transportation mode detection
system using only accelerometer sensors in smartphones. The
system collects accelerometer data in an efficient way and
leverages a deep learning model to determine transportation
modes. Different architectures and classification methods are
tested with the proposed deep learning model to optimize the
system design. Performance evaluation shows that the proposed
new approach achieves a better accuracy than existing work in
detecting people’s transportation modes.

Index Terms— Transportation mode, deep learning, smart-
phone, accelerometer.

I. INTRODUCTION

THE increasing sensing and computing capabilities of
smartphones offer a promising new approach to monitor-

ing human activities [1], [2], including means to detect travel-
ers’ transportation modes, which are particularly important for
developing many transportational applications. For example,
(1) knowledge of people’s transportation modes is useful for
improving urban transportation planning [3], [4]. The new
method would transform the way how transportation demand
information is gathered for supplementing the traditional infor-
mation acquisition practice based on telephone interviews
and questionnaires, which is expensive and time consuming
to conduct [5]. (2) The knowledge can also improve the
performance of localizing and positioning systems. With the
awareness of transportation modes, localizing systems can
more precisely narrow down users’ locations [3]. (3) The
information facilitates targeted and customized advertisements
and services [5] based on the transportation modes the users
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are taking. (4) The acquired information can also help improve
smartphone users’ physical habits for environment protection
purpose. For example, the C O2 footprint as well as the
calories burned by individuals can be better monitored with
the information [4], [6]. In this way, the data can help users
build green transportation habits to protect the environment.

Most previous studies use data from Global Positioning
System (GPS) to detect people’s transportation modes [5]–[7].
However, GPS-based methods suffer from the following draw-
backs [3], [4]: (1) GPS signals are not available everywhere.
GPS requires an unobstructed view to satellites, limiting its
applicability in metropolitan areas with highrises or in shielded
areas; (2) a GPS sensor consumes a significant amount of
energy and may rapidly deplete the battery of a mobile device.
To address these issues, some existing work uses alternative
sensors to detect transportation modes. For example, Jahangiri
and Rakha [4] propose leveraging an accelerometer coupled
with a gyroscope and a rotation vector sensor to detect
five transportation modes. Fang et al. [8] use a deep neural
network to classify five transportation modes based on the
data from the accelerometer, magnetometer and gyroscope.
Hemminki et al. [3] propose using an accelerometer sensor
to detect six transportation modes. However, the detection
accuracy of the above works, less than 90%, still needs
improvement when only using the accelerometer sensor. In
contrast, our proposed approach can detect all common trans-
portation modes, including being stationary, walking, bicy-
cling, taking bus, driving a car, taking subway, and taking
train, using data only acquired from accelerometer sensors
in smartphones. The key design objectives of our new work
include low energy consumption, applicability in all situations
and detection accuracy.

To achieve aforementioned three objectives, we propose a
deep learning framework to efficiently detect a user’ trans-
portation mode using only data read from her smartphone’s
accelerometer sensor. Previous studies [8]–[10] using deep
learning in transportation mode detection usually involve other
sensors to extract trajectory data, which are energy-consuming,
and mainly employ dense networks and recurrent neural net-
works. In our model, we only take the accelerometer data and
design a convolutional neural network on one-dimension data
to accurately detect the transportation modes. The data are
processed by removing gravity and smoothing. To minimize
the influence from different axes and rotation, we also use the
magnitude instead of the value in every axis to develop the
model, such that the detection accuracy will not be affected
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by the position of a smartphone relative to its user considering
a user may hold her phone in any orientation. The data are
divided into small windows. Data in every window are fed
into our proposed deep learning model to detect the window’s
corresponding transportation mode. Traditional classification
models in machine learning are trained with features from both
time and frequency domains as baselines. Simulation results
show that the proposed system can achieve a higher detection
accuracy than all peer methods.

To summarize, our work makes the following contributions.
(1) To the best of our knowledge, this is the first attempt
to adopt a deep convolutional neural network framework on
the accelerometer data only to detect transportation modes in
near realtime, with about 1 second delay. (2) Different from
many existing systems, our system can be widely applied since
we only use data read from accelerometer sensors which are
available in any smartphones. The system is energy efficient
by only using the accelerometers for they consume much
less energy than other motion sensors [11]. Comparing to
the works that only use accelerometers, our system is robust
to the position and orientation of smartphones which greatly
improves user experience, since in our work the magnitude
is used instead of the vectors in three axes. (3) It is shown
that the proposed model outperforms existing studies and can
accurately detect transportation modes via extensive experi-
ments in which the same window size is taken on the same
dataset. (4) The data are collected from the accelerometer in
smartphones under seven different transportation modes. An
anonymized dataset will be made public for peer researchers1.

The remainder of the paper is organized as follows.
Section II introduces our system architecture. Section III
details data collection and data preprocessing in our sys-
tem. Our deep learning model is introduced in Section IV.
Section V evaluates our system in terms of prediction accu-
racy and compares our model with its variations. Section VI
presents related work and compares our system with them.
The paper concludes in Section VII with discussion on future
research directions.

II. ARCHITECTURE

The objective of our paper is to design a system to efficiently
detect a user’s transportation mode in real time using only data
read from her smartphone’s accelerometer sensor. The archi-
tecture of our system is illustrated in Fig. 1. As shown in the
figure, our system has three components: data collection, data
preprocessing, and deep learning model development using
the processed data. (1) Data collection. We compare different
sensors of a smartphone and determine the accelerometer data
are to be collected. We develop an Android application to
collect the data. (2) Data preprocessing. The raw data are
cleaned and processed to remove the impact of the gravity,
to be smoothed, and to be transferred into one-dimension
segments, before being used to construct a detection model. (3)
Deep learning model development and training. We develop
a Convolutional Neural Network (CNN) on one-dimension

1The data used in this paper can be downloaded from
https://cs.njit.edu/∼gwang/TITS2019.html.

Fig. 1. System architecture.

data for transportation mode detection. After being trained
by the processed data, the model reports the corresponding
transportation mode in real time, given any new incoming
accelerometer data.

III. DATA COLLECTION AND PREPROCESSING

A. Data Collection

We choose to accelerometer as data source to detect trans-
portation modes for its energy-efficiency. The sensor con-
sumes 10 times less power than other motion sensors [11],
e.g., gyroscope. To collect accelerometer data, an Android
application is developed. A phone is carried under different
transportation modes and the collected data are manually
labeled with the corresponding transportation mode by the
corresponding travelers. When collecting the data, the phone
can be placed as usual and is not required to stay in a specific
position or orientation. Note that this is different from many
previous work, which requires that the phone must be placed
in the hip pocket [6], or it has to be kept in a bag [3].
Loosing the requirement improves user experience, but poses
new challenges in processing the data to remove noises.

In previous studies, the acceleration sampling frequency
ranges from 25Hz [6] to 100Hz [4], [12]. In this paper,
we choose a middle sampling frequency, 50Hz, which is the
same as the one adopted in the prior study [13]. The fre-
quency can balance the information precision and the energy
consumption.

The original data acquired from an accelerometer are
organized as three dimensional vectors, where each vector
component corresponds to the value in one axis in the mobile
phone’s coordinate system. The coordinate system is shown
in Fig. 2 [14]. One piece of sample data is a vector with one
value per axis in the coordinate system in the unit of m/s2.

B. Preprocessing

The collected acceleration data contain a gravity component,
which is generated by the earth and everyone on the earth is
influenced, so this component does not contribute to trans-
portation mode detection. Thus, the first step of preprocessing
is to remove the gravity component so that the remaining part
only carries characteristics of different transportation modes.
The data are then smoothed to remove large fluctuations,
which may be caused by sudden movements. For example,
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Fig. 2. The coordinate system of a smartphone. The x-axis is from left to
right, the y-axis is from down to up, and the z-axis is from back to front.

a walking person may suddenly stop to check his beeping
phone and then continue walking. Finally, the acceleration
magnitude is obtained to build the classification model.

1) Removing Gravity: Gravity is reflected in all three axes
in the smartphone?s coordinate system, which is not possible
to be removed by subtracting a constant value. When a phone
is put on a stationary desk with the screen up, the acceleration
value is expected to be (0, 0,−g), where g is the gravity
constant. However, a phone can be placed in any direction,
so even when the phone is stationary, the first two dimensions
of the data may not be zero and the last one may not be −g.
Generally, all the three axes contains a portion of the gravity.
Removing the gravity results in a new movement record,
which is used for actual transportation mode detection. The
acceleration data obtained after removing the gravity part are
called linear acceleration data.

As for how to remove the gravity component, a low-pass
filter is applied to remove gravity [15], since the gravity is
much more stable than the acceleration generated by move-
ment during a relative long period of time [11], [16]. Let
Ak denote the vector collected from the accelerometer and
Gk denote the gravity vector at the kth time point in the
mobile phone’s coordinate system. Let Lk denote the linear
acceleration data after removing the gravity component. The
gravity is estimated by the following equation [11], [16],

Gk = α · Gk−1 + (1 − α)Ak, (1)

where α is the exponential decay weight between old estimated
gravity and the new one. An empirical value, 0.8, is taken in
the system [14]. Lk is calculated as follows,

Lk = Ak − Gk . (2)

The linear acceleration data is the collected acceleration data
minus the estimated gravity in three axes. The value of Gk is
initialized to be the readings from the accelerometer.

2) Data Smoothing: Data smoothing is necessary since a
phone’s movement is not always consistent with its user’s
movement and the inconsistent part needs to be removed as
much as possible. There are two causes of the inconsistency.
One is the sudden movement of a phone irrelevant to its
user’s movement. For example, a user may suddenly pick
up the phone while driving or in other transportation modes.

Fig. 3. The smoothed signals in the time domain.

In a sudden movement like this, the acceleration changes
abruptly. The data do not reflect its user’s movement, and
thus impair the accuracy of transportation mode detection.
Therefore, the data are smoothed to reduce the influence by
those sudden movements.

The data are smoothed by the central moving average
algorithm, which is a special Savitzky-Golay filter [17]. It is
calculated by averaging an odd number of nearest neighbors,
m, in the time series. m is a predefined constant value,
which is set to 5 in this paper. For the original acceleration
at the kth time point, Lk , let L̂k denote the corresponding
estimated linear acceleration value after smoothing. K is
the total number of vectors in the data. L̂k is estimated
as follows,

L̂k =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
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(3)

If the number of neighbors in one side is less than K , then the
average algorithm takes the same maximum possible number
of neighbors from both sides.

Take Fig. 3 as an example to show the effect after smoothing
the data. The data is from a stable period of walking. In
the figure, the blue line shows the original data and the
red line shows the smoothed data after averaging the nearest
5 neighbors. The x-axis is the index of data and the y-axis is
the acceleration amplitude. From this figure, we can see that
the data becomes less fluctuating than the original one. It can
effectively reduce the large fluctuation and sudden movements.

3) Taking Magnitude and Data Slicing: Inconsistency afore-
mentioned also comes from the fact that a phone’s orientation
is likely to be different from that of its user. The phone may
be put in any position and orientation and they are subject
to changes at times. Thus, we take the magnitude of the
acceleration data. Even though there may be some information
loss, the magnitude is more robust to a phone’s changing and
unpredictable orientation according to prior studies [18]. For
L̂k = (L̂kx , L̂ky , L̂kz ), we use |L̂k | to denote its magnitude,
which is calculated as,

|L̂k | =
√ ∑

i=x,y,z

L̂2
ki

. (4)

To conduct real-time detection, the time series data are
divided into small windows. The system detects every separate
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Fig. 4. The acceleration magnitude of seven transportation modes.

window’s transportation mode. Specifically, the data are
grouped into a window of samples with a window size
of S seconds and a sliding size of s seconds. By default,
S is set to 10.24 seconds (512 samples) and s is set to
1.28 seconds (64 samples). We choose the two values because
the frequency transformation in traditional machine learning
methods requires the number of samples to be the expo-
nentiation of 2 [19]. With the selected values, the trans-
portation mode is detected almost every second based on
a 10-second historical information. We test different values
of S and s in the experiments to examine their impact on
performance.

C. Preliminary Data Analysis

We plot the acceleration magnitude of different transporta-
tion modes during a selected period in Fig. 4. The x-axis is
data index and the y-axis is the acceleration magnitude. From
the figure, we can see that the acceleration data in different
modes show different patterns. For example, the accelera-
tion data in bicycling shows an obvious periodicity and the
data in walk have the largest acceleration values compared
with others. The acceleration value in the stationary mode
is the smallest. The figure also shows that the data in the
bus and car modes are similar in the shape as both modes
keep low acceleration at most time and have a few rapid
changes.

We also plot the corresponding data in the frequency domain
as a time-frequency plot in Fig. 5. The data are sampled
every 128 values with 64 values overlapping with neighbors.
It means that the window is 2.56 seconds and the overlap is

1.28 seconds. In the figure, the x-axis is the frequency and
y-axis is the time. The color shows the magnitude, which is
the same as the log-scale power spectral density. From the
figure, we can see that most power is gathered in the frequency
domain less than 10Hz. It is reasonable for us to select the
power density from the frequency at 1Hz to 10Hz as features
for the traditional machine learning methods.

Note that we choose seven traditional machine learning
models as classification methods to determine transporta-
tion modes as a benchmark to our deep learning model.
The background of traditional machine learning methods
employed for transportation mode detection is presented
in Appendix B.

IV. DEEP LEARNING MODEL

The deep learning model adopted in our system is a deep
Convolutional Neural Network (CNN). CNNs, as one special
type of deep learning models, are commonly used to recog-
nize objects in image processing. In this paper, a CNN is
built on the one-dimension acceleration data to determine the
transportation mode in every time window. We present the
background of convolution, max-pooling and full-connection
of the CNN used in our approach in Appendix A. In this
section, we first present our deep learning model’s network
architecture. Then we introduce the elements of our model,
including the nonlinear function employed in every layer, the
loss function in evaluating the performance of a classifica-
tion model, the optimization method used to minimize the
loss function, and the normalization on the data to improve
performance.
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Fig. 5. Time-frequency domain figures of different transportation modes. The x-axis is the frequency, the y-axis is the time and the color denotes the
magnitude.

Fig. 6. The CNN architecture in our system.

1) Network Architecture: Our CNN is designed for one-
dimensional data with the architecture shown in Fig. 6, which
is inspired by AlexNet [20]. The network takes the one-
dimensional acceleration data in a window as input and outputs
the probability of each transportation mode in the window.
The network consists of a succession of convolutional, max
pooling and fully-connected layers, whose specification is
as follows.

The input feature is a 512 × 1 vector of the magnitude
of the acceleration data. The first dimension is the temporal
space in the window and the second dimension is the size of

Fig. 7. The hidden N layers in Fig. 6.

values at every temporal point. The first convolutional layer
has 32 filter banks with the 15×1 shape and the filter bank
moves with a stride of 1 feature at a time. The following
max pooling layer is set to a 4-feature window and a stride
of 2 features. The convolutional layer and max pooling layer
are repeated N times. In the proposed network, N is set 6.
All the max pooling layers are configured using the same
parameters. The second and third convolutional layers have
64 filter banks on a 10-feature window with a stride size of 1
feature. The other four convolutional layers filter the data with
64 filter banks on a 5-feature window with a stride of 1 feature.
After the 6 times of convolution and max pooling processes,
the data become 8 × 64 dimension, as shown in Fig. 7. The
data are then fed into a fully-connected layer and become
200 × 1. A dropout layer is not employed in our system, but
it is added after the fully-connected layer only for comparison,
which is used to evaluate whether the dropout layer can help
improve the performance. Finally, the data are transferred into
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a 7 × 1 output vector with full connection. The value in the
output is the probability for every transportation mode.

2) Nonlinear Function: In a neural network, the common
ways to model a neuron’s output f as a function of its input
x are tanh, sigmoid or Rectified Linear Unit (ReLU). ReLU
outperforms the other two with its simple form ( f (x) =
max(0, x)) in the fast convergence of stochastic gradient
descent [20], but it may generate ‘dead’ neurons, which are
never activated. In the proposed model, a leaky ReLU [21] is
employed, which is defined as follows:

f (x) =
{

x, if x > 0

βx, if x ≤ 0
. (5)

β is a small constant to avoid zero gradient in the negative
side. It should a very small value to make the negative values
propagate and the positive values dominate the propagation. In
the experiments, it is shown that the leaky ReLU can converge
faster than the traditional ReLU. The nonlinear activation
function is attached to every convolutional layer and the fully-
connected layer.

3) Loss Function: A loss function is used to evaluate how
labels derived by the current classification model deviate from
the corresponding true labels. The loss function is usually
composed of two parts, the variance between the estimated
labels and true labels, and the regularization. The loss L is
shown in the following equation,

L = V + λ · R, (6)

where V denotes the variance and R is the regularization value.
λ is the weight decay determining how much the regularization
affects the final loss.

The variance is expressed by the softmax cross entropy,
as follows:

V = −
∑
id

∑
c

tid,c · log(yid,c), (7)

where id denotes the index of a sample in the mini-batch
and yid,c is the value of sample id at class c in the output
layer. If the sample belongs to class c, the value of tid,c is 1;
otherwise, it is 0. If an estimated label is the same as the true
one, the contribution to the final V from the sample is 0; if the
estimated label and the true one are different, the contribution
becomes very large.

The regularization is to avoid overfitting during model
training [22]. The proposed neural network contains over
100,000 parameters. To reduce overfitting, there are two possi-
ble ways, regularization [22] and dropout [20]. Regularization
is to decrease the scale of a neural network by making weights
as close to zero as possible. Dropout is to randomly make
some weights as zero to increase the network’s robustness. In
this network, the L2 regularization is employed in the loss
function. In L2 regularization, the value of R is the squared
sum of all weights in the CNN.

4) Optimization: Gradient descent is one of the most popu-
lar algorithms to optimize the loss function in neural networks.
Among all variants of gradient descent algorithms, Adaptive
Moment Estimation (Adam) [23] is favorably reviewed due
to its capability for attaining satisfactory overall performance

with a fast convergence and adaptive learning rate [24]. The
Adam optimization method adaptively updates the learning
rate considering both first-order and second-order moments
using the stochastic gradient descent procedure. Specifically,
let θ denote the parameters in the CNN and L(θ ) denote
the loss function. Adam first calculates the gradients of the
parameters,

g = ∇θ L(θ ). (8)

It then respectively updates the first-order and second-order
biased moments, s and r, by the exponential moving average,

s = ρss + (1 − ρs)g,

r = ρr r + (1 − ρr )g, (9)

where ρs and ρr are the exponential decay rates for the first-
order and second-order moments, respectively. The first-order
and second-order biased moments are corrected using the time
step t through the following equations,

ŝ = s
1 − ρt

s
,

r̂ = r
1 − ρt

r
. (10)

Finally the parameters are updated as follows,

θ = θ + �θ

= θ + (−�
ŝ√

r̂ + δ
), (11)

where � is the initial learning rate and δ is a small positive
constant to attain numerical stability.

5) Normalization: The classification results can be
improved through normalization. Assume the dataset is not
too large to store in the memory. The whole training dataset is
used to normalize the whole dataset. The mean μ and variance
σ of the training dataset are derived first. The normalized
data x 	 from the original x is calculated through [25],

x 	 = x − μ

σ
. (12)

The normalization process is done before the data is used to
train the CNN.

V. SYSTEM IMPLEMENTATION AND

PERFORMANCE EVALUATION

Key experimental results are presented in this section with
performance attained by the method. The implementation
details are first presented, and then the data are analyzed.
Finally, the detection performance of the system and the
comparison with other methods are presented in detail.

A. System Implementation

We developed an Android application and installed it on a
Google Nexus 5X smartphone and a Google Nexus 6 smart-
phone, which are shared by four different users at different
time. This is due to the size limit of our research group. The
relative small number of participates helps in maintaining the
high quality of the collected data because some data need to
be manually input. Users can freely hold the phone in any
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TABLE I

PARAMETERS USED IN THE CONVOLUTIONAL
NEURAL NETWORK

orientation to their preference. The orientation and placement
of mobile phones are not restricted in the system. This scenario
can help keep our data in high quality and large variety. The
Android application records the accelerometer data at 50Hz
and the current transportation mode is manually labeled by
the users. The acceleration data are collected in the following
seven transportation modes: walking, bicycling, taking bus,
driving a car, taking subway, taking train and being stationary.
The data in every mode are collected for about 2 hours.
Specifically, users take train from New Jersey to Washington,
D.C. to collect the transportation mode of taking a train; they
take the subways in New York city; they drive cars in local
roads and on highways around NJIT campus; they take bus
between home and NJIT campus; they walk around campus
and in nearby parks; the stationary mode is sampled on NJIT
campus.

Matlab is used to preprocess the data and the CNN is built
using Tensorflow [26] on one NVIDIA GTX 1050 Ti 4GB
GPU. The traditional models are built and tested in Weka [27].

In terms of the setting of hyperparameters, by default,
a 512-sample window moves 64 samples every time to gen-
erate a new window data (512 and 64 are chosen for generat-
ing frequency values in traditional machine learning models,
which are not required in the CNN). It means one output
is generated every 1.28 seconds based on about 10-second
historical values. Other parameters used in our CNN are
shown in Table I. The minibatch size is chosen to balance the
computation cost and convergence speed. A larger minibatch
can quicken the convergence, but involves more computation
especially for GPUs. Due to the limit of computation resource,
we set a relative small number, 100, to balance the two parts.
The value of β is set 0.01, which is a suggested value in
the paper that proposed it [21]. The value of λ is chosen from
{10−2, 10−3, 10−4} and 10−3 is chosen because it can achieve
the best performance. The other parameters, 1st-order moment
weight ρs , 2nd-order moment weight ρr , learning rate �, and
constant δ, are chosen based on the suggested values from the
paper that proposed the Adam optimization algorithm [23].
In the experiments, the data are primarily split into 80% as
training and 20% as testing sets.

B. Evaluating Our CNN

In our test set, every transportation mode has 600 samples.
We compare the classification results from our CNN with
the ground truth and show the result matrix in Table II.

Fig. 8. The testing accuracy changes during training period. The x-axis is
the training iteration index and the y-axis is the accuracy.

The rows represent the ground truth transportation modes and
the columns are the transportation modes predicted by our
CNN. We can see from the table that our CNN can achieve
the accuracy of 94.48% on average. The result also shows that
it is hard to classify the motorised transportation modes, like
car, bus and subway. In those related works, if they do not try
to detect bus or cars, the accuracy can be higher.

We also evaluate different CNN setups and illustrate the
resulted in Table III. The first row shows the results from
the employed architecture of CNN in our system, which uses
Leaky ReLU as the activation function, uses L2 regularization,
and does not employ dropout. The other rows are the variations
of our CNN. In the compared CNNs, one part of the proposed
CNN is modified to get a new CNN model. All CNNs are
trained 1.5 million batch iterations with 100 windows in one
batch. The results show that the proposed CNN outperforms
all the other three. Specifically, our CNN achieves an accuracy
of 94.48%.

The accuracy changes in the four CNNs during the training
are shown in Fig. 8. In the figure, the x-axis shows the iteration
index and the y-axis indicates the testing accuracy. The data
in the figure are smoothed with a parameter 0.5. Shown in
the figure, the proposed CNN outperforms the others and
converges faster than the others.

C. Comparison With Traditional Machine
Learning Methods

We compare the performance of our proposed CNN model
and other traditional machine learning methods under different
window sizes in this section. (The background of traditional
methods is presented in Appendix B.) One special method is a
Recurrent Neural Network (RNN), a Long-Short Term Mem-
ory (LSTM) [28]. We use two LSTM layers with 32 units in
each layer and the other hyper-parameters follow the standard
way. A dense layer with softmax activation function is stacked
on the top. The optimization algorithm and batch size are the
same as those in our CNN model. The window size changes
from 128 to 512 with 64 distinguishing values between two
adjacent windows. It means the time length in a window is
from 2.56 to 10.24 seconds. The classification results under
different classification models with different window sizes are
shown in Table IV. The table shows that our CNN outperforms
all the other methods under all window sizes. Among all
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TABLE II

CLASSIFICATION MATRIX

TABLE III

CNNS’ CLASSIFICATION RESULTS

TABLE IV

CLASSIFICATION RESULTS COMPARING WITH TRADITIONAL MODELS

UNDER DIFFERENT WINDOW SIZES

traditional methods, random forest performs best in accuracy
by assembling multiple decision trees and different features.
The proposed CNN outperforms random forest by 94.48% to
90.11% when the window size is 512. In addition, for any
particular classification algorithm, the larger the window size
is, the higher the accuracy can be reached. It means when the
window size is too small, much information cannot be covered
in the window. For example, a sudden stop while driving may
be classified as stationary when the window size just catches
the stop period. The reason why a LSTM does not work well
in this scenario is that the number of time steps is too large
(if the window size is 512, the number of time steps is 512)
and there is only one value at every time step. Thus, it is hard
to learn a converged model by directly applying a LSTM.

VI. COMPARING WITH RELATED WORK

In this section, we present related work and compare the
performance of some of them with our model. There are

several studies using accelerometers only to detect transporta-
tion modes [3], [6], [13], [29]. Hemminki et al. [3] collect
accelerometer data at the frequency from 60 to 100Hz and
divide the data into 1.2-second windows with 50% overlap.
They extract 27 features in every window and train an adaptive
boosting to classify the data into six modes, stationary, walk,
bus, train, metro and tram. They achieve an accuracy of 80.1%.
Manzoni et al. [6] collect accelerometer data at the frequency
of 25Hz and divide it into windows of 10.24 seconds length
with 50% time overlap. They also extract features from
the FFT coefficients in every window and train a decision
tree to classify the data into eight modes: walk, bicycle,
bus, car, metro, train, still, and motorcycle. They achieve an
accuracy of 82.14%. Yang [29] collects accelerometer data
at the frequency of 36Hz and divide the data into 10-second
windows with 50% overlap. Features are extracted from time
and frequency domains and a decision tree is used to classify
six transportation modes, sitting, standing, walk, run, bicycle,
and car. The accuracy is 90.6%. Table V shows a summary of
the three studies using only the acceleration data. Compared
with the existing studies using acceleration data, the proposed
system can provide higher accuracy. Existing studies usually
use the traditional machine learning methods to detect trans-
portation methods. In our work, we have shown that CNNs
outperform traditional machine learning methods in detecting
transportation modes. In addition, among the traditional meth-
ods, random forest performs best in the accuracy metric instead
of other ones used in the existing works.

In order to make these methods [3], [29] comparable
with our model, we reproduce these studies by extracting
the same features and applying the same machine learning
methods shown in the original papers. The parameters are
chosen via cross validation and grid search is used to finalize
the best parameters. We can see that our method can still
achieve the best performance with the help of the designed
CNN model. We can see the work from Manzoni et al. [6]
shows much lower performance than that reported in their
paper. This is because their data collection method is not
specified in the paper and their method only uses the fre-
quency features rather than combining time and frequency
features in other works, which definitely has worse perfor-
mance than the works combining time and frequency fea-
tures shown in Table IV. Thus it performs worst among
all methods.
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TABLE V

SUMMARY OF PAST WORKS USING ACCELERATION TO DETECT TRANSPORTATION MODES

TABLE VI

CLASSIFICATION RESULTS COMPARING WITH RELATED

WORKS ON OUR DATASET

Recently deep learning is employed in the transportation
field [30]. Specifically, some studies employ deep learning
to detect transportation modes [8]–[10], [31]. All of these
studies use the data from GPS or other sensors, which are
not comparable to our study in terms of energy consumption.
In addition, Wang et al. [31] (74.1% in unknown number of
transportation modes) and Fang et al. [8] (95.43% in five
modes) use the deep neural network with fully-connected
layers to perform the detection while Vu et al. [9] (93.1%
in five modes) and Song et al. [10] (83.26% in five modes)
employ recurrent neural networks to discover the relation
among close samples. These works use the information from
other sensors, such as GPS and Gyro, which is different
from our work only using the accelerometer. None of them

considers to apply CNNs in detecting transportation modes.
In these works, all merge the motorised transportation modes
into one cluster. If we also conduct the merge, the accuracy
of our system can achieve 98%. In this paper, we show the
CNNs can be successfully applied in transportation mode
detection to achieve a high detection accuracy in detecting
seven transportation modes.

Some other related work may use other sensors and extra
information to detect transportation modes. A model based
on sensor data from accelerometer, gyroscope, magnetic field,
rotation vector, geomagnetic rotation vector, linear accelera-
tion, and uncalibrated versions where applicable, is proposed
in [32] to detect six transportation modes, including walk,
bike, MRT, bus, car and stationary. The model employs four
separate machine learning methods, gaussian naive bayes,
discriminant analysis, SVM and k-NN. It can achieve 96%
accuracy on average. Su et al. [33] propose an online SVM
model to detect six transportation modes on the data from
all motion sensors, including accelerometer, gravity sensor,
gyroscope, magnetometer, and barometer. They can achieve
an accuracy of 97.1%. Reddy et al. [18] propose a fusion
model with decision trees and Hidden Markov Model (HMM)
using GPS and accelerometer data to classify stationary, walk,
run, bicycle and motorized transportation. They achieve an
accuracy of 93.6%. Feng et al. [34] discover that combining
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GPS and accelerometer can achieve higher accuracy than using
GPS or accelerometer data only, and using accelerometer only
has a higher accuracy than using GPS only in their model.
Stenneth et al. [5] build a random forest model combining
GPS and Geographical Information System (GIS) to classify
stationary, walk, bicycle, car, bus, and train. They achieve
an accuracy of 93.5%. Note that our system can achieve an
accuracy of 94.48% using only accelerometer data.

Some other works detect users’ activities using extra
accelerometers or mobile devices. The work in [12] fuses the
data from 5 biaxial accelerometers fixed at 5 body parts to
recognize users’ activities, such as walking, sitting, standing
and running. A similar work [35] compares the performance of
the acceleration data from 6 body parts in recognizing stand-
ing, sitting, walking and so on. Another work [36] presents
a system to recognize the sitting, standing, lying and walking
by requiring a device fixed at users’ waists. But the above
works require extra accelerometers. Kwapisz et al. propose a
system in Android phones put in the front pants leg pocket
to recognize users’ 6 activities, such as sitting and walking
[1]. Lee et al. use an HMM model to classify the activities
[37] while Anguita et al. use a multiclass hardware-friendly
SVM [2]. A fusion system of motion sensors is proposed to
recognize physical activities in [38]. However, none of the
above work focuses on detecting users’ transportation modes
using deep learning models.

VII. CONCLUSION

In this paper, we propose a robust system on Android
smartphones to accurately detect users’ transportation modes
by employing the smartphone’s accelerometer. To the best
of our knowledge, this is the first system that utilizes con-
volutional neural networks to detect transportation modes
with the accelerometer only. In this system, the collected
data are processed by removing gravity and smoothing. The
acceleration magnitude is used to build a convolutional neural
network to recognize the corresponding transportation mode.
Extensive experiments verify that the proposed system outper-
forms the CNNs of other architectures and traditional machine
learning models. Our system can achieve an accuracy as
high as 94.48%, which also outperforms the existing studies.
Followup research aims to recognize more activities and build
a more robust architecture by considering the context-aware
information.

APPENDIX A
BACKGROUND ON CONVOLUTION, MAX-POOLING, AND

FULL-CONNECTION IN DEEP LEARNING

The convolutional operation makes the presence of a pattern
more important than the pattern’s position. It is a basic module
between two neural layers in a CNN. Units in a convolutional
layer are organized by feature maps, which aggregates local
patches in the feature map of the previous layer through a
set of weights. The set of weights is called a filter bank. All
units in a feature map share the same weights in a filter bank.
In a feature map, the filter bank shifts a fixed length of step
defined by the stride, to generate one unit. Different feature
maps have different filter banks. Fig. 9 shows an example on

Fig. 9. The visualization of the calculation in a convolutional layer. The
solid lines show how to generate the first feature map by the first filter
bank W1 and the lines of different colors correspond to different segments
from the previous layer. The dotted lines show the generation of the second
feature map.

how the calculation takes place in a convolutional layer. In
the figure, the feature map from the previous layer is denoted
by X , which is assumed to be a one-dimensional vector. The
collection of filter banks is denoted by W , where the index
j indicates the j th filter bank. Every filter bank generates
one feature map of the next layer by shifting a window on
the previous layer’s feature map. The shifting stride is pre-
defined, which splits X into multiple segments, X1, X2,...,
Xi , with the same size as the filter bank. The feature map
of the next layer from the j th filter bank is denoted by O j ,
which contains the sum of multiplication between all segments
in X and the filter bank. The value oi of the i th unit in the
feature map is the sum of values multiplied by the weights in
the filter,

o j,i =
∑

k

w j,k xi,k + b j . (13)

In the equation, xi,k and w j,k are elements in Xi and W j ,
respectively. b j is the bias for the unit. The value in a
unit is the sum of all weighted values in a corresponding
segment. The generated feature maps are used to gener-
ate the next layer’s feature map. Thus, in a convolutional
layer, three parameters need to be defined: the number of
filter banks, the shape of a filter bank, and the shape of
the stride.

The max pooling layer is used to pick out the salient values
from a local patch of units. It can reduce the dimensionality
by removing less important information in the feature map.
Specifically, the max pooling operation selects the max value
in a local patch of units and then the local patch shifts a
step with the stride size. Thus, it is required to define the
size of local patches and the stride’s size in a max pooling
layer.

The fully-connected layer is to connect all units in the
previous layer to all units in the next layer. In a fully-connected
layer, the number of units in the next layer is required to be
set as a hyperparameter.
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TABLE VII

FEATURES IN TRADITIONAL METHODS

APPENDIX B
TRADITIONAL MACHINE LEARNING METHODS

We take the traditional machine learning methods, including
Bayes Classifiers, C4.5 Decision Tree, K-Nearest Neighbors,
Random Forest, Adaptive Boosting, Neural Network and Sup-
port Vector Machine, as the benchmarks for comparison [39].
In traditional machine learning methods, common features
adopted in previous works [3], [4], [39] are selected from
the training data to develop the models. The trained models
are subsequently used to classify new data. In the following,
the features and models in the traditional machine learning
methods are explained briefly.

A. Features

In every window, the features are selected in both time and
frequency domains, which are listed in Table VII, which are
usually widely employed as features in peer works. When
obtaining the features in the frequency domain, a window
function is applied to the data.

The data in a window are scaled by a window function
before they are transferred into the frequency domain. Win-
dow functions are shown effective in reducing the lobeside
effect [40]. A commonly-used window function, Hamming,
is employed in the system with the following formula,

wn = β − γ cos(
2πn

N
), (14)

where wn is the weight value in the window, β and γ are two
constants and n is an integer from 1 to N . N is the number
of samples in a window. By default, β is set to 0.54 and γ
is set to 0.46, which are used to balance the information loss
and reduce lobeside effect.

Till now, features in the traditional methods are obtained, but
different features have different scales [25]. The normalization
is applied on every feature in the data, which is the same
process as shown in Section IV-.5.

B. Traditional Classification Models

Several common traditional machine learning models are
adopted to classify the data. Brief introduction to every model
is given in the following paragraphs. Every model’s parameters
are finely tuned by 10-folder cross validation via grid search.
The parameters that perform best on the validation dataset are
chosen to evaluate on the test dataset.

1) Bayes Classifiers: Bayes classifiers are statistical classi-
fiers [41]. They predict an instance’s class by calculating the
probability that the instance belongs to each particular class
via the similarity of feature values. The simplest one in Bayes
classifiers is the Naive Bayes (NB), which assumes that all
features are uncorrelated [41]. It calculates the probability of
one instance X in one specific class C based on the Bayes’
Theorem,

P(C|X) = P(X |C)P(C)

P(X)
. (15)

In the equation, P(X) and P(C) are known priors. In the
assumption, the features are mutually independent, so P(X |C)
is the product of the probability of all features in one spe-
cific class. The instance is classified into the class with the
maximum probability. A more complicated Bayesian classifier
is Bayesian Networks (BNs) [42]. A Bayesian Network is
a directed acyclic graph, which is to build a graph by the
estimated correlation between features.

2) Decision Tree: The Decision Tree (DT) is to build a
classification tree. The tree structure is presented as a leaf
indicating a class and each node specifying some test on
a single feature value with the branch and subtree for the
possible outcome. To classify a case, it starts at the root and
moves through the tree until a leaf is encountered [41]. The
tree is split by information gain [43] and Gini index [44]. Only
one feature is used to split the tree at every node. One of the
most popular decision trees is C4.5 [41], which is used in this
paper for comparison.

3) K-Nearest Neighbors: The K-Nearest Neighbors (K-NN)
classifier is to classify an instance based on the closest
k nearest neighbors in the training data [45]. It is called
the lazy-learning algorithm, since its computation/overhead is
much lighter during learning than testing time. The closeness
between instances is defined as the distance, which is usually
Euclidean or Manhattan distance. Among the k nearest neigh-
bors, the instance is classified into the most common class,
which class that the most neighbors belong to [41], [42]. The
performance of K-NN may be affected by the choice of k.

4) Random Forest: The Random Forest (RF) method uses
ensembles of unpruned decision trees [46], [47]. A common
decision tree is usually pruned to avoid overfitting, but in
random forest, the decision trees are unpruned. It draws
bootstrap samples from the training data. It randomly chooses
a subset of features in the samples to build a complete decision
tree according to the samples. Multiple decision trees are built
with different samples in the same way. The classification
result is predicted by aggregating the classification results from
all trees.

5) Adaptive Boosting: The Adaptive Boosting (AB) is to
train multiple weak classifiers from subsets with the same
size. The final classification result is obtained by aggregating
the classifiers with weights. The weights are adaptive. If one
instance outside the subset in the training data is classified cor-
rectly, then the weight is reduced; otherwise it increases [48].

6) Neural Network: The Neural Network (NN) is a set of
connected input/output units in which a weight is associated
with each connection. A Neural network is usually composed
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of an input layer, one or more hidden layers and an output
layer. The data is received in the input layer and processed in
the hidden layers. The output layer produces the classification
results [41]. The network is built by updating weights via
backpropagation.

7) Support Vector Machine: The Support Vector
Machine (SVM) builds a hyperplane to separate two
data classes by maximizing the margin between two classes
and the hyperplane based on a cost function. The SVM is at
first outlined for linearly separable cases. A kernel function
is defined to transfer nonlinear features into linear ones with
high dimensions [41], [49]. The SVM classifies multiple
classes via training several SVMs on every two classes, or
every one class and another class including all the data in
the other classes. In this experiment, we use the “radial
basis function” as the kernel function. Gamma is 10 over the
number of features, and the decision function is “one-vs-one”.
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