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Abstract— In this contribution we present an improved index-
based a-posteriori probability (APP) decoding approach for
variable-length encoded packetized data, where implicit residual
source correlation is exploited for error protection. The pro-
posed algorithm is based on a novel generalized two-dimensional
state representation which leads to a three-dimensional trellis with
unique state transitions. APP decoding on this trellis is realized by
employing a two-dimensional version of the classical BCJR algo-
rithm. This new method has the advantage that due to the unique
state representation all available a-priori information can be fully
exploited, which especially holds for the transition probabilities
of the Markov model associated with the variable-length encoded
source indices. Simulation results for an additional error protec-
tion by channel codes and iterative joint source-channel decod-
ing show that the proposed approach leads to an increased error-
correction performance compared to previously published results
where a one-dimensional state representation is used.

I. INTRODUCTION

Recently, robust transmission of variable-length encoded sig-
nals over wireless channels has become a very active research
area. This is mainly due to the increased demand for mo-
bile access of multimedia data where the source compression
usually relies on standardized approaches employing variable-
length codes (VLCs). Many authors have considered trellis-
based joint source-channel decoding techniques for the reliable
transmission of variable-length encoded data (see e.g. [1–7]).
Especially, a bit-level VLC trellis representation is proposed
in [1], [7], which allows to use the BCJR algorithm [8] as a-
posteriori probability (APP) decoder. In [9] the bit-level trel-
lises for a VLC and a convolutional channel code are merged for
iterative joint source-channel decoding of turbo-encoded VLC
source symbols. On the other hand, a symbol-level trellis repre-
sentation for uncorrelated variable-length encoded source data
is presented in [5]. This approach is extended in [10] to first-
order Markov sources, where the residual source index correla-
tion is additionally exploited in the decoding process.

In this paper we propose a new source decoding algorithm
for packetized correlated variable-length encoded source se-
quences based on a symbol-based two-dimensional (2-D) state
representation, which can be regarded as a generalization of the
approach in [10]. APP decoding on the corresponding three-
dimensional (3-D) VLC trellis can then be carried out by a 2-D
modification of the classical BCJR algorithm. In combination
with a subsequent mean-squares (MS) or maximum a-posteriori
probability (MAP) estimation the proposed VLC decoder is op-
timal. We show that both the decoding approach from [10] and

optimal decoding for the constant word length case can be re-
garded as special cases of the proposed technique.

II. VLC APP SOURCE DECODING

A. Transmission model

The underlying transmission model is shown in Fig. 1, where�������
	���������������������
denotes one packet consisting of � cor-

related source symbols. After subsequent (vector-) quanti-
zation the resulting indices ������� from the finite alphabet
� � �! ��"����������#�$&%'" � are represented with ( bits. In the
following we model the residual index correlation in the index
vector ) �*� � 	 � � � ��������� � � � , which is due to delay and com-
plexity constraints for the quantization stage, by a first-order
(stationary) Markov process with index transition probabilities+-, ��� �/.10 ���!2 	 �4365

for
.6�73 ��� . VLC encoding is then
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Fig. 1. Model of the transmission system

carried out by mapping a fixed-length index � � to a variable-
length bit vector 8 ,9.:5;��<=, � � �&.:5

with the prefix code
<

. This
leads to a binary sequence > �?� @A	��7@B�C���������D@BEF�

of length G
where

@BH � �I ��" � represents a single bit at bit index J . The
transmission of one bit over the channel characterized by the
p.d.f. K ,�L@BHM0N@BHO5 results in a soft-bit

L@�H �QP R at the channel out-
put.

B. Trellis representation

A possible index-based VLC trellis representation is given
in [5], where an example is depicted in Fig. 2(a) for � �TS

,
G �U"  

, and the Huffman code
V
W-X�YAZ\[I]IW_^a`Db\cdYAZe`�]!Wf^ [�c`Dbgc7YCZgh!]IWf^ [Bcd[�cd[�b\c7YAZ\iI]IW_^ [Bcd[�c�`Dbkj�l

(1)

The time-varying trellis with the one-dimensional (1-D) statesm � � J represents all possible bit positions J for a given time
instant n , where the transition from state

m �!2 	 � J 	 to
m � � J �

is caused by the source hypothesis �!� �o.
,
. ��� , and the

corresponding Huffman codeword 8 ,9.:5p�q<=, �!� �r.s5 of lengtht , 8 ,u.s575C� J � % J 	 . In the following the set of all possible statesm � � J at time instant n is denoted with vQ� . Note that parallel
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Fig. 2. VLC trellis representation for ����� , �����	� : (a) Codetable 
������ ������� ����� �� ������� ��������� ���� ����� ������������� ��! ����� �������	����" [5], (b) codetables
$#%�&
 from (1) and 
(')� ���*+� ������� ����� �*+� ������� ���	����� �*,�!� ����� ��������"
state transitions may be possible when two or more entries of
the codetable

<
have the same bit length.

As a new, to our knowledge previously unpublished feature
regarding the VLC trellis in Fig. 2(a) we note that it is pos-
sible to change the codetable

<
and thus also the bit alloca-

tion within a source packet. This may be useful in practical
source coding situations with short-time stationary source sig-
nals. An example is depicted in Fig. 2(b) where the codetable< 	 � <

from (1) is used for nr� �! ����������- � , whereas the code< � � � 8$. ,  5 � � "��e� 8). ,7"!5 �o�  ��"��9� 8$. ,u#�5 �o�  �  � � is applied to
the source symbols for the rest of the packet. We can see from
this example that the trellis is now described by the quantities
� and G , the different codetables, and their positions. Note
that when an APP decoder as described in Section II-C is used
the decoding operation for the new codetable already starts with
properly initialized reliability values for the trellis states (i.e. in
Fig. 2(b) for n �/-

).

C. A-posteriori probabilities

The VLC trellis representation may now be used in order to
calculate the a-posteriori probabilities (APPs)

+-, �!� � . 0 L> 5 via
a modification of the classical BCJR algorithm [10], where in
the following this method is denoted as 1-D APP decoding. For
the sake of clarity we restrict ourselves to just a single codetable
for the whole packet. The first step of the derivation is given as

+-, � � � .10 L> 5
�
"

K , L> 510H%2436587 0H)9�36587�: 9 K , L> EH 2�; 	 0 m � � J ��5< =�> ?@BA,C 7�D H 2�E F

F K , L> H 2H 9	; 	 � � � � .6� m � � J �=0 m �!2 	:� J 	�� L> H 9	 5< =�> ?@BAHG 7 D!I%J H 2�J H 9KE F
F K , m �I2 	 � J 	 � L> H)9	 5< =�> ?@LA�M 7�: 9 D HN9 E �

(2)

where
L>LOP � �gL@ P ��L@ P ; 	 ����������L@ O � denotes a subsequence from bit

position Q to R . It is shown in [10] that by including the first-
order Markov model for the source indices the following ex-
pression for the term S � ,9. � J � � J 	 5 is obtained:S � ,u.6� J ��� J 	�5;� K , L> H%2H 9	; 	 0 � � � .:5 FF

��T 2 	0U @WV +-, � � � .6� m � � J �=0 � �!2 	s�_3�� m �I2 	 � J 	�5< =�> ?@BA4X)Y D!I%J H%2 J U J H)9 E F
F "Z 	 , J 	 5 S �!2 	 ,g3�� J 	 � J V 5\[ �!2 � , J V 5 (3)

with J V � J 	 % t , 8 ,\365D5 and
Z 	 , J 	 5 denoting a constant de-

pending on J 	 . The conditional probability
+^]!,u.6� J � �73�� J 	 5 in

(3) represents the transition probability of the Markov source
adapted to the time-varying VLC trellis according to

+_]�,9. � J � �D3�� J 	 5=�"Z � , J 	 �7365a` +-, ��� � .10 ���!2 	 �_365 J � % J 	 � t , 8 ,u.s575�� 
otherwise.

(4)

The normalization factor
Z � , J 	 �D365 considers that due to

the non-stationary VLC trellis only certain transitions fromm �!2 	 � J 	 to
m � � J 	&b t , 8 ,u.s575 are possible. Finally, the

[
-

term can now be calculated using the forward recursion[ � , J � 5=� 0H)9c36587c: 9 � T 2 	0I @dV S � ,u.6� J � � J 	 5 F [ �I2 	 , J 	 5��L[ V ,  5C�'"C�
(5)

which exploits the residual source index correlation as addi-
tional a-priori information by using the modified S -term in (3).
Similarly, the e � , J 	�5 are calculated with the backward recur-
sion [10]

es� , J 	 5=� 0H%2�365f7�g 9 ��T 2 	0I @dV e � ; 	 , J � 5 F S .� ; 	 ,u.6� J � � J 	 5 (6)

with e � , G 5 ��" . Note that due to the causal definition of the
source transition probabilities from time instant

, n %�"I5 to n it is
not possible to incorporate this additional a-priori information
in the backward recursion. Therefore, only the source probabil-
ity distribution

+-, ��� � .s5��. �'� , adapted to the time-varying
VLC trellis can be considered in the corresponding Sh. -term in
(6).

The APPs
+-, ��� �Q. 0 L> 5 can now be utilized for reconstruct-

ing the source symbol packet
L�

via mean-squares (MS) [11] or
MAP estimation.



D. Special case: Constant codeword length

In the special case of a constant codeword length of ( bits
for the whole packet (which is equivalent to not using a VLC at
all) the trellises in Fig. 2 degenerate to a straight line with

# $
parallel branches between the uniquely determined trellis states

m �I2 	 � J 	O� , n %-"!5 F ( and
m � � J �s� n F ( �

(7)

Therefore, the
[

- and e -terms in (2) do not depend on the state
hypotheses anymore, and thus can be written as simple p.d.f.s[ �I2 	 , J 	 5=� K , L> H 9	 5 and e � , J � 5=� K , L> EH%2 ; 	 5�� (8)

By inserting these p.d.f.s into (2) and applying (7) to the S -term
we obtain

+-, ��� �f.10 L> 5;� 0H 2 365 7 0H 9 365 7�: 9 K , L> H 2H 9K; 	 � � � � . 0 L> H 9	 5K , L>
H 2H 9	; 	 5

� +-, ��� � . 0 L>
H 2	 5��

(9)

We can see that for constant-length codewords the APPs are no
longer conditioned on all received soft-bits for the whole data
packet, instead only the previously received part of the channel
observation

L>
H 2	 � L> � $	 up to the time instant n is utilized. The

APPs
+-, ��� �&. 0 L> 5
� +-, ��� � .10 L> � $	 5

may be then derived
by simply applying the normalized BCJR forward recursion ac-
cording to

+-, ��� � .10 L> 5
� +-, ��� �f.10 L>
H$2	 5
� K , L>

H 2HN9 ; 	 0 ��� � .s5
K , L>

H 2HN9 ; 	 5 F
F
�cT 2 	0U @dV +-, ��� � . 0 ���!2 	 �_365 +-, ���I2 	 � 3 0 L> H)9	 5

with J 	 � , n %6"I5 F ( , J � � n F ( , and
+-, ��� �f.10 ���I2 	 � 365 denot-

ing the transition probabilities between adjacent source indices.

III. IMPROVED APP DECODING BY USING A 3-D TRELLIS

In this section we present a novel generalized decoding al-
gorithm based on a 3-D VLC trellis representation, where both
the bit position J and the source hypotheses � � �Q. ,

. �_� , are
treated as separate variables. We show that in contrast to the
1-D APP decoding method from above the proposed approach
now allows to exploit all available a-priori information for error
protection, which also holds for constant codeword lengths.

A. Trellis representation and decoding algorithm

In a first step we define 2-D states
m .� � ,9. � J 5 � , ���=v � 5

leading to a general 3-D trellis representation, where for the
codetables used in Fig. 2(b) the resulting 3-D trellis is shown in
Fig. 3. Note that now all parallel branches have been removed
from the trellis, and the state transitions are now unique due to
the separation of the state variables J and

.
. As it can be ob-

served from Fig. 3 multiple codetables within the same source
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Fig. 3. 3-D VLC trellis for � � � , � � �	� , 
 # � 
 from (1), and
(')� �� * � ������� �����  * � ������� ���	�����  * ��� ����� ���H����"
packet may also be used with this type of trellis. However, for
simplicity reasons in the following we again consider only the
single codetable case, but an extension to multiple tables can be
obtained in a straightforward way.

We now derive a 2-D extension of the BCJR algorithm de-
noted as 2-D APP decoding in the following, which is based
on the proposed 3-D trellis representation. Here, the APPs+-, m .� � ,u.6� J � 5 0 L> 5 are decomposed analog to [8] as

+-, m .� � ,9. � J ��5 0 L> 5=� "
K , L> 5 FF K , L> EH%2 ; 	 0 m .� � ,9. � J ��5D5< =�> ?@BA,C�� 2����7 D�I$J H%2 E F K , m .� � ,u.6� J �I5�� L> H%2	 5< =�> ?@LA�M�� 2����7 D�I$J H%2 E �

(10)

In this case the 2-D forward recursion for the calculation of[ D �
	 E� ,u.6� J � 5 can be stated as[ D �
	 E� ,u.6� J � 5�� 0
���� �

9 �
� � �����

7�: 9 � S D ��	 E� ,9. � J � �D3�� J 	 5 [ D ��	 E�I2 	 ,g3�� J 	 5��

(11)
and for obtaining e D ��	 E� ,u.6� J 	�5 we have the backward recursione D �
	 E� ,u.6� J 	 5
� 0

���� �
2 �

� �������
7 g 9 � e D �
	 E� ; 	 ,g3�� J � 5 S D ��	 E� ; 	 ,g3�� J � � .6� J 	 5��

(12)
Both forward and backward recursion may be initialized with
the source index probability distribution, where[ D ��	 EV ,\3��  5=� +-, � V �_365�� e D �
	 E� ,g3�� G 5=� +-, � � �_365��p3 � � �

The term S D �
	 E� , F 5 in (11) and (12), resp., corresponds to the
reliability information of a single trellis branch which is given



with
+ ] ,u.6� J �C�73�� J 	�5 from (4) asS D �
	 E� ,u.6� J �C�73�� J 	�5� K , L>

H 2H 9�; 	 � m .� � ,u.6� J �I5 0 m .�I2 	 � ,\3�� J 	�575� K , L>
H%2HN9 ; 	 0 m .� � ,u.6� J � 575 F +L]!,u.6� J � �73�� J 	 5�� (13)

Analog to the S -term for the 1-D APP decoding approach
in (3) here S D �
	 E� , F 5 also includes bit reliability informa-
tion from the soft-output channel specified by the p.d.f.
K , L>

H 2H 9	; 	 0 m .� � ,9. � J ��5D5 . Due to the 2-D state representation
the normalized transition probabilities of the source symbols+_]�,9. � J � �D3�� J 	 5 are included directly and not via a marginal
probability as in (3). Note that in contrast to 1-D APP decoding
where the residual source index correlation is only used in the
forward recursion (5), here the first-order Markov property of
the source is exploited as a-priori information in both forward
and backward recursion.

Finally, we obtain the APPs
+-, � � � . 0 L> 5 for the source

hypotheses � � � . via calculating the marginal distribution of
the APPs

+-, m .� � ,u.6� J �!5 0 L> 5 in (10) according to

+-, � � � . 0 L> 5=�
"

K , L> 5 0H%2�36587 e D ��	 E� ,u.6� J ��5\[ D �
	 E� ,9. � J �!5��
(14)

Again, the APPs
+-, ��� � .10 L> 5 can be utilized for a MS or MAP

estimation to reconstruct the source symbol packet
L�

, which
leads to an optimal decoding process in the MS or MAP sense.

B. Special cases

1) Relation to 1-D APP decoding: We now show that the
1-D APP decoding technique summarized in Section II-C can
be regarded as special case of the 2-D approach from above.
Since (2) can also be written as

+-, ��� � .10 L> 5
�"
K , L> 5 0H$2�36587 e � , J ��5 0H)9�36587c: 9 S � ,u.6� J �C� J 	�5 [ �!2 	�, J 	�5< =�> ?@LA�� D!I%J H$2 E (15)

where

K ,u.6� J � 5=� 0HN9�36587c: 9 K , ��� �f.6� m � � J � � m �I2 	 � J 	 � L> H%2	 5
� K , � � �f.6� m � � J ��� L>

H 2	 5=� [ D �
	 E� ,9. � J �!5�� (16)

we now obtain the relation
+-, ��� � .10 L> 5
�

"
K , L> 510H 2 365 7 es� , J � 5 [ D �
	 E� ,9. � J � 5�� (17)

By comparing (14) and (17) it can be observed that both ap-
proaches use the same forward recursion, but differ in the type
of the backward recursion. The e � , J � 5 in (17) are derived by
only using the 1-D states

m � � J � , J � � v � , which confirms
the fact that 1-D APP decoding cannot exploit residual source
correlation in the backward recursion.

2) APP decoding for constant codeword length: In the fol-
lowing we verify that 2-D APP decoding allows a full back-
ward recursion also for constant-length codewords. Since in
the constant-length case the bit position J � is uniquely given
by J � � n F ( (see eq. (7)) the states

m .� � ,9. � J � 5 do not
depend on J � anymore and can thus be directly expressed as
source hypotheses

m .� � ��� � .
. Inserting this into (10) leads

to +-, � � �f.10 L> 5;�
"

K , L> 5_e � ,u.s5 [ � ,9.:5��
where the

[
- and e -recursions are identical to those for the

classical BCJR algorithm formulated with the
#A$

-ary source
indices � � . This property is especially useful in the case of mul-
tiple codetables where now constant-length codes (i.e. codeta-
bles with an identity mapping) can be optimally decoded within
a single trellis as well.

IV. RESULTS

Due to the high sensitivity of the variable-length encoded bit
stream exploiting the residual source redundancy alone may not
provide a reasonable error protection in many transmission sit-
uations. In the following simulations therefore an additional
protection of the interleaved output of the VLC encoder by a
channel code is considered, as depicted in Fig. 4. For this pur-
pose we use a terminated memory-4 rate

�Q�/-����
recursive sys-

tematic convolutional code derived from a rate-1/2 mother code
by puncturing. As joint source-channel decoder the iterative de-
coding scheme from [10] is applied where the outer constituent
decoder corresponds to the generalized APP VLC decoder from
Section III-A. As inner decoder a BCJR APP channel decoder
is used, where both decoders exchange extrinsic information in
form of conditional log-likelihood values (L-values).

In the simulations we furthermore utilize a standard Huff-
man code as VLC, and the source redundancy is modeled by
an AR(1) process with correlation coefficient Q �  � � quantized
with a scalar uniform quantizer. Furthermore, it is assumed that
all side information (including G and � ) is transmitted with-
out errors. The block-length is chosen as � �&"IS  

where the
ability of changing the codetable within one source packet is
demonstrated by using different Huffman tables for the first,
the middle, and the last 50 symbols ( � 	O� � �:� �	� � S  ) in the
source packet corresponding to a bit length of ( 	 �
� , ( �:� -

,
and (�� ��� , respectively.

The simulation results for a fully-interleaved BPSK-modula-
ted Rayleigh channel averaged over 50 source realizations and
100 simulated transmissions are depicted in Fig. 5. The re-
sults for a MAP estimation are shown in Fig. 5(a) where the
symbol error rate (SER) is plotted over the channel parame-
ter  O � G V . Both the JSCD(0) and JSCD(1) techniques utilize
1-D APP decoding from Section II. The JSCD(0) approach
only exploits the probability distribution of the source indices,
whereas the JSCD(1) method also uses the mutual residual in-
dex correlation between the indices �!� due to the first-order
Markov source model. The latter also applies to the JSCD-
2D method, however, here the 2-D APP decoding technique
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and reconstruction SNR (RSNR).

from Section III is used. We can see from Fig. 5(a) that the
JSCD-2D approach leads to an increased SER reduction by al-
most half an order of magnitude in the waterfall region com-
pared to the JSCD(1) technique. This is due to the fact that
the JSCD-2D approach is capable of exploiting all available a-
priori information also in the backward recursion which is the
case for the JSCD(1) decoder only in the forward recursion of
the BCJR algorithm. Similar results hold for the MS estimation
displayed in Fig. 5(b), where the reconstruction SNR (RSNR)
versus the channel  O � G V is shown. Here, for  O � G V�
 -

dB
we almost obtain clear channel quality for the JSCD-2D decod-
ing approach.

V. CONCLUSION

As a new result we have presented an improved VLC APP
decoding algorithm based on a general 2-D state representation
which exploits the residual source correlation in the variable-
length encoded data packet for error protection. This leads to
an index-based 3-D VLC trellis with unique transitions between
adjacent trellis states, where the corresponding APP decoder
employs a 2-D version of the BCJR algorithm. Besides, the pro-
posed 3-D trellis allows to use multiple codetables within one
source packet, which is advantageous for short-time stationary
sources. We have then shown that both APP decoding using the
VLC trellis from [5,10] and BCJR APP decoding for the fixed-
length case are included as special cases in our approach. When
employing an additional error protection by channel codes and
an iterative source-channel decoding scheme, where the pro-
posed VLC APP source decoder is used as outer constituent
decoder, a subsequent MAP estimation leads to a reduction in
symbol error rate up to half an order of magnitude compared to
the APP decoding approach previously published in [10].
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