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Robust Decoding of Variable-Length Encoded
Markov Sources Using a Three-Dimensional Trellis

Ragnar Thobaben and Jörg Kliewer, Member, IEEE

Abstract—In this letter, we present an improved index-based
a-posterioriprobability (APP) decoding approach for the error-re-
silient transmission of packetized variable-length encoded Markov
sources. The proposed algorithm is based on a novel two-dimen-
sional (2-D) state representation which leads to a three-dimensional
trellis with unique state transitions. APP decoding on this trellis is
realized by employing a 2-D version of the BCJR algorithm where
all available source statistics can be fully exploited in the source
decoder. For an additional use of channel codes the proposed ap-
proach leads to an increased error-correction performance com-
pared to a one-dimensional state representation.

Index Terms—Iterative decoding, joint source-channel coding,
residual source redundancy, variable-length codes (VLCs).

I. INTRODUCTION

M ANY authors have considered trellis- or graph-based
joint source-channel decoding techniques for the reli-

able transmission of variable-length encoded data (see e.g., [1],
[2]). Especially, a bit-level variable-length code (VLC) trellis
representation is proposed in [3], which allows to use the BCJR
algorithm [4] asa-posterioriprobability (APP) decoder. In [5]
the bit-level trellises for a VLC and a convolutional channel
code are merged for joint source-channel decoding of turbo-en-
coded VLC source indices. On the other hand, a symbol-level
trellis representation for uncorrelated variable-length encoded
source data is presented in [6]. This approach is extended in [7]
to first-order Markov sources, where the residual source index
correlation is additionally exploited in the decoding process.

In the following we present a novel source decoding algo-
rithm for packetized variable-length encoded Markov sources
based on a two-dimensional (2-D) symbol-level state represen-
tation, which can be regarded as a generalization of the approach
in [7]. APP decoding on the corresponding three-dimensional
(3-D) VLC trellis can then be carried out by a 2-D modifica-
tion of the classical BCJR algorithm. In combination with a
mean-squares or maximuma-posteriori(MAP) estimation the
proposed VLC decoder is optimal.

II. TRANSMISSIONMODEL

The transmission model is shown in Fig. 1, where
denotes one packet consisting of

correlated source symbols. After subsequent (vector-)
quantization the resulting indices from the finite
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Fig. 1. Model of the transmission system.

alphabet are represented with bits.
In the following, we model the residual index correlation in
the index vector , which is due to delay
and complexity constraints for the quantization stage, by a
first-order (stationary) Markov process with index transition
probabilities for . VLC
encoding is then carried out by mapping a fixed-length index
to a variable-length bit vector with the prefix
code , resulting in a binary sequence
of variable length where represents a single bit
at bit index . After interleaving, the bit vector is finally
channel-encoded, thus leading to the binary sequence. The
subsequent transmission of one single bit of
over the channel characterized by the p.d.f. results
in a soft-bit at the channel output.

III. I MPROVEDAPP DECODING BY USING A 3-D TRELLIS

In this section we just consider robust VLC source decoding
without using a channel code at the encoder side, such that

in Fig. 1. A new generalized decoding algorithm is presented
based on a 3-D VLC trellis representation, where both the bit
position and the source hypotheses , , are treated
as separate state variables. This approach allows to exploit all
available sourcea-priori information for error protection.

A. Trellis Representation

The proposed symbol-level trellis with the 2-D states
represents all possible bit positions

and source hypothesesfor a certain time instant, where
denotes the set of all feasible bit positionsfor constant .

Furthermore, the resulting trellis allows to change the codetable
and thus also the bit allocation within a source packet,

which may be useful in practical source coding situations with
short-time stationary source signals. An example for such a 3-D
trellis representation is depicted in Fig. 2 for , ,
and the Huffman codetables

for

for (1)
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Fig. 2. 3-D VLC trellis forK = 5,N = 10, C andC from (1).

Assuming a certain source hypothesis , , for
the previous time instant we can observe from Fig. 2 that the
transition from state to is caused
by the corresponding Huffman codeword , , of
length . Note that the state transitions are
unique due to the separation of the state variablesand .

B. A-Posteriori Probabilities (APPs)

The 3-D VLC trellis representation can be used in order to
calculate soft-outputs in form of APPs via a
modification of the classical BCJR algorithm [4]. This approach
is denoted as 2-D APP decoding in the following. For the sake
of clarity we restrict ourselves in the derivation to just a single
codetable for the whole packet. In a first step the APPs

are decomposed as

(2)

In this case the 2-D forward recursion for the calculation of
can be stated according to

(3)
and for obtaining we have the backward recursion

(4)
Both forward and backward recursion may be initialized with
the source index probability distribution, where

, , for a stationary source
process. The term in (3) and (4), resp., corresponds
to the reliability information of a single trellis branch which

is given as
with

for
otherwise

(5)

The normalization factor considers that due to the non-
stationary VLC trellis not all possible transitions from

to are also valid state transitions. This can
for instance be observed in Fig. 2 for the transitions from
to .

Besides the sourcea-priori information in (5),
also includes bit reliability information from the soft-output
channel specified by the p.d.f. . Note
that due to the unique state transitions the first-order Markov
property of the source is utilized asa-priori information in
both forward and backward recursion. This is in contrast
to the one-dimensional (1-D) APP decoding approach from
[7], where the residual source index correlation can only be
exploited in the forward recursion.

Finally, we obtain the APPs by calculating the
marginal distribution of the conditional probabilities

in (2) according to

(6)

These APPs can now be utilized for reconstructing the source
symbol packet at the decoder output via subsequent mean-
squares or MAP estimation, leading to an optimal decoder in
terms of maximization of the signal-to-noise ratio or minimiza-
tion of the symbol error rate.

C. APP Decoding for Constant Codeword Length

We now consider the special case of a constant codeword
length and show that in this case 2-D APP decoding degenerates
to the classical BCJR algorithm working on a 1-D state space.
Since in the constant-length case the bit positionat time in-
stant is uniquely given by , the states
do not depend on anymore and can thus be directly expressed
as source hypotheses . Inserting this into (2) leads
to

(7)

with and ,
respectively. Thus, the- and -recursions are identical to those
for the BCJR algorithm formulated with the -ary source in-
dices . This property is especially useful in the case of mul-
tiple codetables where now constant-length codes can be opti-
mally decoded within a single trellis as well.

IV. RESULTS

In order to increase the error robustness of the variable-length
encoded bitstream we additionally consider an explicit error
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Fig. 3. MAP estimation: symbol error rate (SER) vs.E =N for a flat
Rayleigh channel (K = 150, three Huffman tables with a resolution of
M = 4, M = 3, M = 4 bits, each generated for 50 symbols from a
strongly correlated AR(1) source witha = 0:9).

protection by a channel code (see Fig. 1), where a terminated
memory-4 rate-3/4 recursive systematic convolutional code
is employed. As joint source-channel decoder an iterative
decoding scheme analog to the decoding of serially concate-
nated codes [8] is applied where the outer constituent decoder
corresponds to the 2-D APP VLC decoder from above. As inner
decoder a BCJR APP channel decoder is used, where both
decoders exchange extrinsic information in form of conditional
log-likelihood ratios. It is assumed that all side information is
transmitted without errors, including , , and the parameters
for the individual VLC tables used in different sections of the
source packet.

In the simulations we use an AR(1) source process with corre-
lation coefficient , and different Huffman tables for the
first, the middle, and the last 50 symbols (

) in the source packet corresponding to a resolution of
, , and , respectively. For a MAP esti-

mation the resulting symbol error rate (SER) versus the
is depicted in Fig. 3 for a fully-interleaved BPSK-modulated
Rayleigh channel. Both the JSCD(0) and JSCD(1) techniques
utilize a 1-D APP decoding approach. The JSCD(0) approach,
which is essentially the same method as in [6], only exploits
the probability distribution of the source indices, whereas the
JSCD(1) method [7] uses the residual source index correlation
due to the first-order Markov model. The latter also applies to
the JSCD-2D method, however, here the 2-D APP decoding

technique from Section III is used. We can see from Fig. 3
that compared to the JSCD(1) technique the JSCD-2D approach
leads to an gain of approximately 1 dB in the water-
fall region. A similar gain can be observed for the case where
channel codes are not considered. Generally, this strong increase
in decoding performance is due to the fact that the 2-D APP de-
coding approach is capable of exploitingall available source
a-priori information.

V. CONCLUSION

As a new result we have presented an improved VLC APP
decoding algorithm based on a general 2-D state representation
which exploits the residual source correlation of variable-length
encoded Markov sources for error correction. This leads to an
3-D symbol-level VLC trellis with unique transitions between
adjacent trellis states, where the corresponding APP decoder
employs a 2-D version of the BCJR algorithm. When utilizing
an additional error protection by channel codes and an itera-
tive source-channel decoding scheme, where the proposed VLC
APP source decoder is used as outer constituent decoder, a sub-
sequent MAP estimation leads to a gain of 1 dB in channel
signal-to-noise ratio compared to the APP decoding approach
previously published in [7].
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