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The coexistence of distinct metallic and insulating electronic
phases within the same sample of a perovskite manganite1–6, such
as La1-x-yPryCaxMnO3, presents researchers with a tool for tuning
the electronic properties in materials. In particular, colossal
magnetoresistance7 in these materials—the dramatic reduction
of resistivity in a magnetic field—is closely related to the observed
texture owing to nanometre- and micrometre-scale inhomo-
geneities1–6,8. Despite accumulated data from various high-
resolution probes, a theoretical understanding for the existence
of such inhomogeneities has been lacking. Mechanisms invoked
so far, usually based on electronic mechanisms and chemical
disorder9–11, have been inadequate to describe the multiscale,
multiphase coexistence within a unified picture. Moreover, lattice
distortions and long-range strains12,13 are known to be important
in the manganites14. Here we show that the texturing can be due
to the intrinsic complexity of a system with strong coupling
between the electronic and elastic degrees of freedom. This leads

to local energetically favourable configurations and provides a
natural mechanism for the self-organized inhomogeneities over
both nanometre and micrometre scales. The framework provides
a physical understanding of various experimental results and
a basis for engineering nanoscale patterns of metallic and
insulating phases.

Existing theory9–11 relies predominantly on two very different
mechanisms to explain inhomogeneities in manganites: electronic
phase separation for nanometre-scale inhomogeneity, and the
effects of disorder for micrometre-scale inhomogeneity. Thus two
separate mechanisms are invoked to explain two different length
scales, in contrast to some experiments1,2,6,15. Nanometre-scale
inhomogeneities are typically predicted from simulation results of
models9,10 in which the charge density is an order parameter.
However, these do not include the long-range Coulomb interaction,
and even if it were included, it is not clear whether the inhomo-
geneity would disappear or whether the system would form polarons
or nanometre-scale droplets. Similarly, the random-field Ising
models9,10 proposed for micrometre-scale domains do not capture
long-range elastic interactions that are known to be crucial for
manganites. Where phenomenological long-range fields are
included11, it is assumed that the metal and insulator states have
exactly the same energy in the average random field, even though the
two states are not related by symmetry. This leads to a homogeneous
phase, contrary to the desired goal of obtaining inhomogeneous
states. Although it has been recognized16–18 that the coupling of spin,
charge and lattice distortions together with aspects of nonlinearity
are necessary for understanding inhomogeneity in perovskite man-
ganites, few calculations exist that demonstrate how coexistence
between metallic and insulating phases arises.

To capture the salient aspects of strong electron–lattice coupling14

in manganites, we propose a model in which the phase with short-
and long-wavelength lattice distortions is insulating, and that
without lattice distortion is metallic. Our generic model does not
explicitly include other details of perovskite manganites, such as
the origin of the short-wavelength lattice distortions (which would
be particularly related to oxygen displacements) or magnetic
properties14. However, we consider that it is the structural aspect
that primarily causes the multiphase coexistence, an aspect com-
mon to purely strain-based materials such as martensites19,20 which
undergo solid–solid phase transformations. The structural tem-
plates then drive novel electronic, magnetic and optical properties
in manganites. The explicit inclusion of lattice degrees of freedom,
together with the effects of electron–lattice coupling and the use of a
single mechanism to obtain both nanometre- and micrometre-scale
inhomogeneities, distinguishes our model from other existing
models9–11. The multiphase coexistence originates from lattice
degrees of freedom rather than charge density, so including the
Coulomb interaction would not change the qualitative features of
our results, particularly if the charge fluctuations on Mn sites are
small or screened, as suggested recently21. Thus our microscopic
model describes submicrometre texture that does not necessarily
rely on substantial fluctuations in charge density even at the atomic
scale. Separation of lattice distortions into short (s x and s y in Fig. 1a)
and long (e1, e2 and e3 in Fig. 1a) wavelength modes and constraints
amongst them, which mediate long-range anisotropic elastic inter-
actions, have been developed and tested on simple examples12,13,
and are used as a technical tool in our current model for manganites.
Our model also provides a basis for understanding other features
observed in manganites, such as precursor short-range ordering8

and quasi-elastic scattering22,23 near the phase-transition tempera-
ture, hysteretic and glassy dynamics22,24, metastability25 and a
photo-induced insulator–metal transition26,27.

The lattice distortions in manganites closely follow the state of
the outermost shell (eg) electrons on Mn ions through a Jahn–Teller
coupling14. If an e g electron is localized at a Mn site in the insulating
phase, the symmetry of the surrounding oxygen octahedron is
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lowered from cubic to tetragonal. At low temperatures, the distorted
octahedra stack in particular patterns, often referred to as charge
and orbital ordering1. For example, in La0.5Ca0.5MnO3, the long
Mn–O bonds of the elongated octahedra form a zigzag pattern in
the x–y plane28, giving rise to short-wavelength lattice distortions.
The stacking of the short Mn–O bonds along the z-direction is
responsible for the uniform (or long-wavelength) tetragonal (more
accurately orthorhombic) distortion. Such lattice distortions are
absent in the metallic phase because the eg electrons are delocalized.

The coupled short- and long-wavelength modes in the cubic
anharmonic elastic energy give rise naturally to an energy ‘land-
scape’ with multiple energy minima. A number of experimental
results support the presence of metastable states in manganites. For
example, magnetic fields25 or X-rays26 have been used to convert
insulating regions into ferromagnetic metallic ones, which are stable
even when the magnetic fields or X-rays are removed. For illus-
tration, we consider here two cases with different harmonic moduli
for short-wavelength lattice distortions as shown in Fig. 1b, one
giving a shallow (blue curve, a small modulus) and the other a deep
(red curve, a large modulus) local minimum for the undistorted
phase. Solid circles in the inset represent locations of energy minima
for our model in the sx 2 sy space. The modulus can be changed, for
example, by varying the average size of the rare-earth (Re) and alkali-
metal (Ak) ions, which sensitively alters manganite properties15.

Figure 2a–h shows the sequential relaxations for the shallow local
minimum case starting from random initial s x and s y values,
corresponding to a rapid cooling of the system from high tempera-

ture. The results are represented in terms of p3 ¼ s2
x 2 s2

y ; which
serves as an order parameter. Positive (red) and negative (blue)
values of p 3 correspond to different orientations of short- or long-
wavelength lattice distortions (s x with negative e3 and s y with
positive e3). The short- and long-wavelength mode distortions are
simultaneously generated through the minimal symmetry-allowed
coupling between e3 and s2

x 2 s2
y at each site. The green regions with

zero p3 have no distortions. Most of the region initially relaxes to the
undistorted local minimum state, as shown in Fig. 2c and d, because
the rapidly fluctuating initial field contains few components of the
long-wavelength strain modes, which makes it difficult for the
system to reach the global minimum state. However, even in the
presence of the random field, there are regions with some corre-
lation, which eventually lead to nanometre-scale nucleating drop-
lets. Comparison of Fig. 2b–d shows that there is a critical strength
and size of these droplets, a common feature of first-order phase
transitions. However, the long-range nature and anisotropy of the
interaction between strain fields12,13,29 define the nucleation process
uniquely. First, the morphology of the nucleated droplets often
consists of a pair of strain fields with different orientations (see
Fig. 2d) to minimize the energy cost at the boundary between the
distorted and undistorted phases. Second, extended long-range
correlations along the favoured direction can allow for easy growth
of distorted regions (the broad 135-degree p 3 . 0 regions in Fig. 2d
and e). Third, the nucleated droplets are highly anisotropic, unlike
usual first-order phase transitions. These distinct characteristics of
elastic nucleation are the probable source of the nanometre-scale

Figure 1 Modes and energy landscape. a, Atomic-scale lattice distortion modes (positive)

for a monatomic square lattice in two-dimensional (2D) space12. b, Energy landscape

along sy ¼ 0 in sx 2 sy plane for two different positive values of the harmonic modulus

for short-wavelength distortion, B, in the energy expression below. The global minimum of

the blue curve is at E ¼ 20.11. The solid circles in the inset schematically represent the

locations of local minima in the sx 2 sy plane. We consider the situation in which the

undistorted state itself is a local energy minimum and the distorted state is the global

energy minimum. For B , 0, the resultant double-well energy potential, for which the

undistorted phase is unstable, would merely yield as inhomogeneity a line (a plane in

three dimensions, 3D) of atoms instead of submicrometre-sized domains observed by

electron microscopy2. The energy expression for our 2D model for a square lattice is

E ¼ E long þ E short þ E coupling, where E long ¼ Ssites A1e2
1=2þ A2e2

2=2þ A3e2
3=2;

and E short ¼ Ssites Bðs2
x þ s2

y Þ=2þ G1ðs
4
x þ s4

y Þ=4þ G2s2
x s2

y=2þ H1ðs
6
x þ s6

y Þ=6þ

H 2s2
x s2

y ðs
2
x þ s2

y Þ=6; and E coupling ¼ Ssites C 3ðs
2
x 2 s2

y Þe3: E long contains the harmonic

energy for dilatation (e1), shear (e2) and deviatoric (e 3) long-wavelength modes, which

lead to an anisotropic long-range interaction29. The symmetry-allowed energy terms for

short-wavelength modes (sx, sy ) are considered up to sixth order to include features

associated with first-order phase transitions. E coupling represents the coupling

between short- and long-wavelength modes, where the positive C3 is the strength of

this coupling. In the homogeneous phase, all modes are independent and E can be

minimized separately for each mode12. Such separate minimization gives

e 1 ¼ e 2 ¼ 0 and e 3 ¼ 2C 3(s x
2 2 s y

2)/A 3, which renormalize the fourth-order

coefficients and provide the condition to have both distorted and undistorted phases

as local minimum states in the sx 2 sy plane. Our model can be extended to study

the effects of other perturbations, such as the size distribution of Re/Ak ions15,30,

substrate-induced strains in thin films, external stress or grain boundaries in

polycrystals1,16,19.

Figure 2 Results of simulations for the shallow local minimum case (blue curve in Fig. 1b)

on a 32 £ 32 lattice with periodic boundary conditions. a, The p 3 ¼ s x
2 2 s y

2 field

initial configuration. b–g, Time-sequence of p 3 during energy relaxation. h, Final stable

stage. (Dark red and dark blue represent ^ s 0
2, except in a where they correspond

to ^ (2.6s 0)2. s0 is the value of sx or sy at the global minimum distorted state.) i, Local

electronic DOS at eF ¼ 0 for the distorted pattern in f (dark blue and dark red correspond

to 0 and 0.5). j, Typical local electronic DOS versus electronic energy within the distorted

and undistorted regions. The small finite DOS within the gap is due to the exponentially

decaying leakage of electronic state from the metallic region: a ‘pseudogap’. The distorted

lattice with sx and negative e3, or equivalently that with sy and positive e3 (see Fig. 1a),

leads to a gap in the electronic DOS near electronic energy e ¼ 0. Thus, if eF lies in the

gap, the distorted lattice behaves as an insulator. In the structure without distortions, the

DOS has no gap, and the electrons are in a metallic state. Crucially, the study of the

inhomogeneous phase shown here in a–h requires that constraints between the distortion

variables be satisfied, allowing bonds between atoms to bend but not break12,13,29.

Elimination of e 1, e 2 and e 3 subject to these constraint equations leads to an energy

expression in terms of s x and sy , which we numerically minimize using various initial

configurations. The electronic properties in i and j are obtained by numerically solving the

SSH hamiltonian on the elastic templates.
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inhomogeneity seen in manganites, for example, the anisotropic
short-range precursor correlations at high temperatures8 and the
quasielastic central peak in neutron scattering near the metal–
insulator phase-transition temperatures22 (analogues of the central
peaks in ferroelectrics). Such behaviour is very reminiscent of the
precursor embryonic fluctuations observed in martensitic trans-
formations20.

Figure 2i and j shows the tight-binding electronic structure
supported by the lattice distortion template in Fig. 2f. For illus-
tration, we have used a Su–Shrieffer–Heeger (SSH) electron–lattice
coupling model13 (with one electron per site) that linearly incor-
porates the variation of the electron transfer probability between
neighbouring sites due to the changes in interatomic distances. This
SSH model, together with the specific coupling between short- and
long-wavelength modes mentioned earlier, gives rise to the desired
electronic phases for undistorted and distorted structures. The typical
local electronic density of states (DOS) versus electronic energy
shown in Fig. 2j indeed indicates a metallic local DOS in the
undistorted region and a gapped (insulating) local DOS within the
distorted region. For the Fermi energy e F ¼ 0, the local DOS
configuration in direct space is shown in Fig. 2i. This illustrates the
coexistence of metal (green) and insulator (blue) associated with the
elastic texture template, similar to that observed in manganites2–4.

For the deeper local-minimum case, the simulation of the rapid
cooling process from random initial configurations shows charac-
teristic features of metastability or a supercooled state, such as a low
probability of creating nucleation droplets. Such slow relaxation
dynamics requires extensive computational resources, so we choose
instead predesigned initial conditions, such as a sinusoidal spatial
variation of s x or s y along a 45-degree direction. A typical result in
the final p3 field is shown in Fig. 3a. The regions with large (or small)
initial js xj or js yj transform to a distorted global (or undistorted
local) minimum state upon energy minimization. The energy
landscape near the undistorted state is deep enough that the
coexisting phase of metal and insulator is stable, unlike the shallow
local-minimum case above. Such stable coexistence of metallic and
insulating domains, which can be as large as several micrometres
when simulated on a larger lattice, is similar to the submicrometre
size multiphase coexistence observed in La1-x-yPryCaxMnO3 (ref. 2).
Thermal fluctuations at finite temperatures can grow the distorted

region slowly—such slow, history-dependent dynamics with time-
scales that range from 10–20 min to 2–3 h has been also observed in
various manganites22,24. Figure 3b and c shows the corresponding
electronic inhomogeneities within the SSH model. The local DOS
for the sites deep within the domain shows a clear gap near
electronic energy e ¼ 0. Thus, for e F ¼ 0, the metallic and insulat-
ing phases coexist with relatively sharp boundaries, as observed in
STM images of Bi0.24Ca0.76MnO3 (ref. 4).

A magnetic field is expected to modify the energy landscape in
favour of the undistorted ferromagnetic metallic state, which would
increase the volume fraction of metallic regions in both the phase
with metal–insulator domains (Fig. 3) and the phase with precursor
embryonic fluctuations (Fig. 2). In particular, the reduction of the
quasi-elastic scattering spectral weight by applied magnetic fields23

provides evidence for the latter case, and hence percolating con-
ducting paths created by these fields can lead to the observed
colossal magnetoresistance. The mechanisms we have proposed
here can be applied to describe inhomogeneities in other materials
with strong bonding constraints, such as relaxor ferroelectrics and
possibly high-transition-temperature (high-T c) superconducting
oxides, where we believe the functionalities are also mediated
through self-organized lattice distortions.

The above results show that the micrometre-scale multiphase
coexistence is self-organized and is caused by the presence of an
intrinsic elastic energy landscape, whereas existing theory9–11

suggests that the micrometre-scale inhomogeneity originates from
the random distribution of Re/Ak ions. The two models make
different predictions on engineering patterns of metal and insulator
domains. The existing theory requires redistribution of Re/Ak ions
to change patterns of multiphase domains. In our model, because
the domain formation is self-sustained, external stimuli such as
optical lasers, X-rays, or ultrasonic standing waves, can be used to
sensitively manipulate patterns of metallic and insulating regions,
thus making the control of nano-engineered functional domains in
manganites feasible. A
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The addition of small ‘seed’ particles to a supersaturated solution
can greatly increase the rate at which crystals nucleate. This
process is understood, at least qualitatively, when the seed has the
same structure as the crystal that it spawns1,2. However, the
microscopic mechanism of seeding by a ‘foreign’ substance is
not well understood. Here we report numerical simulations of
colloidal crystallization seeded by foreign objects. We perform
Monte Carlo simulations to study how smooth spherical seeds of
various sizes affect crystallization in a suspension of hard
colloidal particles. We compute the free-energy barrier associ-
ated with crystal nucleation3,4. A low barrier implies that nuclea-
tion is easy. We find that to be effective crystallization promoters,

the seed particles need to exceed a well-defined minimum size.
Just above this size, seed particles act as crystallization ‘catalysts’
as newly formed crystallites detach from the seed. In contrast,
larger seed particles remain covered by the crystallites that they
spawn. This phenomenon should be experimentally observable
and can have important consequences for the control of the
resulting crystal size distribution.

Ostwald’s 1897 paper on crystal nucleation1 contains an inter-
esting remark in the introduction. After explaining that supercooled
liquids can be made to crystallize by the introduction of a small seed
crystal, Ostwald writes: “I am not aware of any experiments to
determine the smallest amount of solid that is needed to make this
procedure [that is, the crystallization] succeed”.

More than a century has passed since then, and much has been
learned about the process of crystal nucleation. But part of the
question that Ostwald posed remains unanswered. The classical
theory of nucleation provides a natural explanation of why a seed
crystal facilitates crystal nucleation2: in order to grow, crystallites of
the stable phase need to exceed a critical size. Crystallites that are
smaller than this ‘critical nucleus’ dissolve again, crystallites that are
larger can grow to a macroscopic size. In the absence of a seed, a rare,
spontaneous fluctuation is needed to form a crystal nucleus that
exceeds the critical size. However, crystallization can proceed
spontaneously if we add a seed crystal that is larger than the critical
nucleus to the metastable liquid phase.

But crystallization can also be induced by introducing foreign
substances. And for that case, the answer to Ostwald’s question is
not known. Here we use computer simulations to study how very
small foreign objects (‘nano-dirt’) influence the rate of crystal
nucleation. In particular, we consider the effect of spherical seed
particles on the crystallization of uncharged, spherical colloids.

First, we consider the effect of a flat wall on crystal nucleation. On
an atomic scale, no wall is perfectly flat. But it is relatively
straightforward to study colloidal crystallization on surfaces that
are flat on the scale of a colloidal particle (50 nm, or more).
Experiments5–7 and simulations8 show that such a flat wall speeds
up colloidal crystallization by many orders of magnitude. Next,
consider a smooth, spherical object of finite size. Clearly, if the
object is very large, its effect should be similar to that of a hard wall.
At the other limit, where the object has the same size as the colloids
in the system, the object should have no effect on the nucleation
rate.

One might expect that nucleation speeds up monotonically with
the size of the spherical seed, but this is not true. Because crystals
cannot grow on spheres without generating topological defects9,10,
nucleation of spherical particles on, or near, a sphere with a different
size is inhibited. This shows up dramatically in the increase of the
crystal nucleation barrier in a system of polydisperse hard spheres11.
Yet, if we introduce only a single, mismatched sphere in the liquid,
then the effect on nucleation is minimal: true, nucleation does not
take place very close to this sphere, but the homogeneous nucleation
in the rest of the volume is unaffected. To discover the minimum
size of a spherical seed that can affect the rate of crystal nucleation,

Figure 1 The spontaneous crystallizations of hard-sphere colloids on seed particles. The

seed particles are a cylinder (R s ¼ 3j, at f ¼ 0.523) and a spherical cap (R s ¼ 60j, at

f ¼ 0.513). The middle and right images show nucleation on the convex and on the

concave sides of a spherical seed, respectively. To distinguish between the two cases, we

cover the bottom (for k . 0) or top (for k , 0) of the spherical caps with a disordered

template to prevent crystallization on that side of the seed.
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