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1 Introduction

Avalanches are phenomena that are well known on geological scales, with many familiar examples from earthquakes to snow avalanches and landslides. The distribution of the times between the avalanches and their sizes is statistically similar to the distribution of abrupt events observed in many other systems where the consequences are less spectacular but crucial to understanding material responses that are of significant technological importance. Relevant systems include dry and wet granular systems, suspensions, colloids, foams, yield-stress fluids, glass-forming materials, and several other soft matter systems relevant to our everyday life. The response of these systems to external driving is of a statistical nature.

Until recently, understanding how a system yields, in particular, both experiments and simulations provide detailed information about particles as well as their interactions. Experimentally, the interactions between the particles have been extensively analyzed by using methods based on photoelasticity. Complementary information can be obtained for a wide variety of systems by simulations based on discrete element methods. Therefore, a significant amount of research has been carried out and here we mention only a few examples. Various statistical measures of intermittent dynamics have been considered in detail in simulations, and experiments with particular focus on quantifying intermittency were reported as well. In some cases coupled with machine learning approaches, have been considered. Despite progress, our ability to predict upcoming slips is still limited. Thus, it is important to devise more precise predictions, or at least to find out what type of information about the considered system is needed to make such predictions feasible.

The intermittent type of dynamics of granular systems is often explored because it provides a good testing ground for various theoretical approaches, see for a recent review. In particular, both experiments and simulations provide detailed information about particles as well as their interactions. Experimentally, the interactions between the particles have been extensively analyzed using methods based on photoelasticity. Complementary information can be obtained for a wide variety of systems by simulations based on discrete element methods. Therefore, a significant amount of research has been carried out and here we mention only a few examples. Various statistical measures of intermittent dynamics have been considered in detail in simulations, and experiments with particular focus on quantifying intermittency were reported as well. The connections between different systems experiencing intermittency have been discussed extensively and significant progress has been reached in understanding how a system yields, in particular...
based on the shear transformation zone concept.\textsuperscript{2,38,39}

One important question when considering intermittent dynamics is the relation between micro (particle scale) and macro (system size) behavior. The interactions between the particles can be captured by a force network. Visual inspection of these networks shows that local interactions between the particles give rise to organized structures that form spontaneously on a mesoscale (with a typical length scale of ten or so particle diameters). By now, it is widely accepted that the force networks play an important role in determining the system-wide response. However, it is still not clear how to extract relevant information about the intermittent dynamics from the properties of these networks, or some other particle-scale/mesoscale properties of the system.

Our main goal is to identify measures that exhibit a clear change in their trend as a system approaches a slip event, since finding such measures is the first and necessary step towards developing the ability to forecast slip events. To achieve this goal, we consider a simple system in two dimensional (2D) planar Couette geometry, with the top boundary pulled by a harmonic spring, see Fig. 1. We investigate a wide variety of measures that quantify various properties of inter-particle contacts, forces (force networks), and particles’ dynamics. Some of the measures are classical while others, based on persistent homology (PH), have been implemented recently.\textsuperscript{40–45} We will show that global measures, obtained by averaging any of the considered quantities over the whole system, do not change their behavior as the system approaches a slip event. On the contrary, the measures quantifying the micro and mesoscopic evolution of the system on a short time scale start increasing nonlinearly well before the onset of the slip. Thus, these measures show significant potential for predicting an upcoming slip event. Our interpretation of this finding is that local time-dependent measures capture increasing fluctuations on micro and mesoscopic scales that lead to a slip event. The reported results are for 2D systems. This choice reduces the computational cost as well as difficulties associated with a large amount of data. This being said, we note that the considered methods and measures easily extend to 3D.

The rest of this manuscript is structured as follows. Section 2 focuses on the description of simulation techniques. In Sec. 3 we define the measures that we consider in this paper. Section 4 provides the main results, motivated by consideration of a single slip event that is discussed in Sec. 4.1. In Sec. 4.2 we start by providing an overview of the statistical analysis that we carry out, applied to the global measures in Sec. 4.2.1, and then to the local ones in Sec. 4.2.2. Section 5 is devoted to the summary and discussion of future directions. Animations of DEM simulations as well as of some of the considered measures are presented in Supplementary Materials.

2 Simulations

In this section, we provide a short overview of the considered simulations. We also explain how we store the relevant information about the system for the subsequent analysis. Since the simulation techniques are identical to the methods described in Ref.\textsuperscript{46} we limit ourselves to a summary and refer the reader to earlier work\textsuperscript{47} for the description of experiments carried out with photoelastic particles that provided the needed material parameters.

In our simulations, we model granular particles as 2D soft frictional disks, and place \(N = 2500\) disks (system particles) between two horizontal rough walls (made up of wall particles) placed parallel to the horizontal \(x\) axis, see Fig. 1. The system particles are bi-disperse, with 25% of large particles and 75% of small particles, and the diameter of a large particle is 25% larger than that of a small particle. The top wall is made of small particles spaced slightly apart from each other. This spacing and increased friction of the wall particles (as discussed in what follows), reduces substantially the slip of the system particles along the wall. The bottom wall is also made of small particles. Since there is no observable slip of the system particles next to this wall, we leave the wall particles at a distance equal to the particle diameter. The bottom wall is kept fixed, while the top one is pulled by a harmonic spring moving with the velocity \(v_0\) in the \(+x\) direction. The left-right boundary conditions are periodic; we have carried out limited simulations with wider (in the \(x\) direction) domain to confirm that the width of the domain does not influence the results. The influence of the domain height (in the \(y\) direction) is briefly mentioned in Sec. 4.

We use the linear spring-dashpot model to describe the interactions between the system particles and between system and wall particles. In what follows, we use the diameter of small particles, \(d\), as the length scale, their mass, \(m\), as the mass scale, and the binary collision time, \(\tau_c\), as the time scale. Motivated by experiments with photoelastic particles\textsuperscript{48}, we use \(d = 1.27\) cm, \(m = 1.32\) g, and \(\tau_c = 1.25 \times 10^{-3}\) s, as appropriate for particles of Young modulus of \(Y \approx 0.7\) MPa. For such value of \(\tau_c\), the normal spring constant is \(k_n = m \pi^2 / 2 \tau_c^2 \approx 4.17\) N/m, and the tangential spring constant (needed for modeling of tangential forces using the Cundall-Strack model\textsuperscript{49}) is \(k_t = 6 k_n / 7\), which is close to the value used previously\textsuperscript{49}. The coefficient of static friction, \(\mu_s\), is
equal to 0.7 for particle-particle contacts and $\mu = 2$ for particle-wall contacts. We choose the larger value for the latter to further reduce slipping of particles adjacent to the walls, as discussed above. The force constant of the spring applied to the top wall, $k_s$, is significantly smaller than the one describing particle interactions, $k_i = k_n/400$. The (constant) restitution coefficient is 0.5. In addition, a normal compression force is applied in the $-y$ direction to model an externally applied pressure (force/length in 2D) of $p = 0.02$; gravitational effects are not included. We note that with our choice of units, the numerical value of the applied pressure is of the same order of magnitude as the average overlap (compression) of the particles.

It is well known that a sufficiently large $p$ and sufficiently small spring speed, $v_s$, are needed for the system to enter a stick-slip regime\textsuperscript{25}. We found by experimenting that for $p = 0.02$ the value $v_s = 1.5 \times 10^{-3}$ is appropriate to induce stick-slip dynamics. We integrate Newton's equations of motion for both the translational and rotational degrees of freedom using a fourth-order predictor-corrector method with time step $dt = 0.02$. The states of the system, used to compute the quantities presented in this paper, are stored every 10 time steps, so $\tau_c/5$ apart. All the results are presented using $\tau_c$ as the time scale.

The simulation protocol starts by applying a pressure $p$ to the top wall and then letting the system relax until the ratio of kinetic/potential energy becomes sufficiently small. To ensure that the particles have settled we require that this ratio drops below $10^{-5}$. The results are not sensitive to small changes of this value. After the particles are settled, we start moving the spring in the $+x$ direction. Initially, the wall remains almost stationary. Due to bulk compression of granular particles, the wall moves slightly in the direction of applied spring force, as discussed later in the text. Once the spring force becomes sufficiently large, the top wall starts to slip. Initially, the particles' rearrangements cause the $y$-position of the wall to decrease gradually. To avoid this transient regime, we shear the system for approximately $6 \times 10^2$ time steps to ensure that a steady state is reached. It is the long-time average of the $y$ coordinate of the top wall that becomes constant. After this preparation stage, we start production runs. We discard additional $3 \times 10^4$ time steps to ensure once again that the system is in steady state, and then start collecting data. Figure 2(a-c) shows a short time window of the wall positions in the $x$ and $y$ direction as well as the speed of the wall in the shearing direction, $x$. Figure 3 depicts the detailed behaviour during the first slip event, shown in Fig. 2, to illustrate typical dynamics. We note in passing that each slip is accompanied by a jump of the wall in the $y$ direction, see Fig. 2(b) and Fig. 3(b). To reach reasonable statistics, we carry out simulations for a long time so that a large number (400-500) of slip events occur. The total number of data points (extracted every $\tau_c/5$) is $3 \times 10^5$. We note that good temporal resolution of a slip event shown in Fig. 3 suggests that this sampling rate is sufficiently large to allow for precise detection of slip events.

3 Definitions of relevant quantities

In this section, we present the measures that we use to analyze the behavior of the system before the onset of a slip event. We start by defining what we mean by the start and end of a slip event in Sec. 3.1. In Sec. 3.2 we formalize the notion of the force networks and differential force networks that we use to study the evolution of the system. To quantify the structure of these networks and their evolution we use persistent homology (PH), which is a valuable tool of topological data analysis, see\textsuperscript{50,51} for a review, and\textsuperscript{44,52} for examples of applications. We will briefly explain the important concepts behind PH in Sec. 3.3. Finally, in Sec. 3.4 we summarize the quantities that we use to characterize contacts between the particles.

3.1 Slip detection

To study the behavior of the system before the onset of a slip, we need to properly determine when the wall starts sliding and the system enters the slip regime. To make sure that we precisely identify the times at which the wall starts moving, while ignoring small oscillations of the wall velocity after a slip event (see Fig. 3(b-c)), we use the following protocol that consists of two parts. These two parts could be labeled as 'rough' and 'fine'. The 'rough' part is based on the fact that the top wall velocity, $v_s$, tends to differ by several orders of magnitude in the slip and stick phases. We choose a threshold $v_s^f = 2 \times 10^{-3}$ which is an order of magnitude smaller than a typical velocity during a slip event and at least an order of magnitude larger than the average velocity during the stick phase (which is nonzero in part due to bulk compression of granular particles, caused by the spring force). The rough part of the algorithm identifies the times at which $v_s$ crosses the value $v_s^f$ as the beginnings of individual slip events. To avoid considering small oscillations following a slip event as separate events, we require that all slip events are separated by more than $30\tau_c$. In the second part, we fine-tune the starting times of the slip events as follows. First, we compute the mean, $\bar{v}_s$, and standard deviation, $\sigma v_s$, of $v_s$ for all times at which $v_s < v_s^f$. These values are used to define a new threshold $v_s^\ast = \bar{v}_s + \sigma v_s \approx 2.5 \times 10^{-4}$. Finally, we adjust the times identified as the beginning of slip events, in the
‘rough’ part of the algorithm, by decreasing them until the value of $v_i$ drops below $v_f$. We have verified that the precise values of the thresholds have only a minor influence on the results that follow. Naturally, a much smaller value of the ‘rough’ threshold would lead to detection of large number of ‘microslip’ events (see, e.g. $53\text{)}$ characterized by small fluctuations in the wall position. In the present work, we focus on large slip events only.

For the results that follow, the identification of the end of a slip is not necessary. However, we provide a protocol that is designed to avoid premature detection of a slip end due to small oscillations following a slip. To achieve this we require that the wall velocity $v_i$ at the end of the slip event, as well as its average over the preceding 50 states, is smaller than $v_f$. The chosen number of states roughly corresponds to the period of small oscillations following a slip event.

### 3.2 Force networks and differential force networks

The available information about particle interactions can be encoded by a force network. In this paper, we utilize a force network defined by normal interparticle forces, however, force networks defined by tangential (or total) forces could be considered as well.

We start by defining a time dependent contact network, $CN(t)$, that describes which particles are in contact at a given time $t$. This network is based on vertices $V_i(t) = \{v_i\}_{i=1}^{N}$ that correspond to the centers of system particles, $\{p_i\}_{i=1}^{N}$ (we do not consider wall particles). An edge $\langle v_i, v_j \rangle$ belongs to $CN(t)$ if the particles $p_i$ and $p_j$ are in contact at time $t$.

The force network, $FN(t)$, is defined by assigning weights to the edges of $CN(t)$, so that the weight of the edge $\langle v_i, v_j \rangle$ is the magnitude of the normal force acting between the particles $p_i$ and $p_j$. Figures 4(a, b) show the force network at two different times before a slip event, depicted in Fig. 3, occurs. The time evolution of the force network is illustrated by the animations in Supplementary Materials.

One possibility for encoding differences between the force networks $FN(t)$ and $FN(t + \tau/5)$ is to consider a differential force network, $DFN(t)$, that expresses how much the force network changes between two considered time instances. Because the force bearing contacts might be created or destroyed during the time interval $[t, t + \tau/5]$, the edges of $DFN(t)$ are given by the union of the edges in $CN(t)$ and $CN(t + \tau/5)$. The weights of the edges in $DFN(t)$, defined as the absolute value of the difference of its weights in $FN(t)$ and $FN(t + \tau/5)$, indicate the changes in forces acting between the particles between time $t$ and $t + \tau/5$.

If an edge is not present in $FN(t)$ or $FN(t + \tau/5)$, then its weight in the corresponding force network is set to zero. Figures 4(c) and (d) show two differential force networks. The weights of the edges in $DFN(t)$ increase as the system approaches a slip event, see also Supplementary materials for animations. Figure 4(c) shows a localized increase of the weights of the $DFN$ at $t = 4.0$. A further research is necessary to investigate the relation between such localized changes and localized particles modes discussed in $54\text{)}$ and the references therein. Here we just point out that the localized changes in $DFN$ do not necessarily involve particle dynamics.

To study $DFN(t)$ we compute the maximum force value, $f^*$, such that the edges of $DFN(t)$ with weights larger than $f^*$ percolate through the system. In what follows, we will consider both left-right and top-bottom percolation, and call the corresponding $f^*$ values $f_{plr}$ and $f_{ptb}$, respectively.

### 3.3 Measures derived using persistent homology

To identify complex structures exhibited by force networks we use persistent homology (PH) which is one of the major tools of topo-
logical data analysis. PH has been extensively used to describe complex patterns in a variety of settings. There is also a growing body of literature that uses PH to study granular systems exposed to compression, vibrations, or shear. In this section, we only provide a brief summary of PH and introduce the measures used in this paper. Detailed guidance for using PH to analyze force networks is available elsewhere.

Every weighted network in two spatial dimensions can be represented by two persistence diagrams, PDs, that provide a compact but informative description of the structure of this network. Each diagram is a collection of points in a plane and these points describe how the topology of sub-graphs containing only the edges with weights exceeding some threshold T changes as the value of T is decreased. The first persistence diagram, PD₀, encodes the structure of connected components that can be related to so-called ‘force chains’. To be more precise, every point (b, d) ∈ PD₀ corresponds to a connected component that appears at the threshold T = b and merges with another connected component for T = d. Hence, the lifespan of the point (b, d), given by b − d, indicates the prominence of the connected component corresponding to this point. Similarly, a point (b, d) ∈ PD₁ indicates that a loop appears in the sub-graph for T = b. Once a loop appears at T = b it is present in all the sub-graph for all T < b. In this paper we follow the convention introduced in and set d = 0 for every point in PD₁. Supplementary materials include an animation of the force network and the corresponding PDs for a selected slip event.

Information contained in PDs can be further compressed in several ways. One possibility of compressing a PD to a single number is to compute the sum of the lifespans of all the points in the diagram. We call this quantity total persistence, TP₀ or TP₁ depending on whether it is extracted from PD₀ or PD₁. In previous studies TP was found to be a very useful quantity e.g., in TP₁ was correlated with the viscosity of a shared suspension, showing directly the connection between force network properties and rheological properties of the considered system.

In addition to considering system-wide averages at individual times (such as TP), we also use PH to quantify the time evolution of the force network. The space of persistence diagrams is a complete metric space for a variety of metrics. The main idea behind defining a metric on this space is to match the points in one diagram with the points in the other. This matching can be done in different ways leading to different metrics. In this paper we consider the matching that minimizes the sum (W2 distance) of the squares of distances between the matched points. If the W2 distance is computed between the PD₀ (PD₁) diagrams corresponding to the force networks FN(t) and FN(t + τ/5), we denote it by W2B₀ (W2B₁). For simplicity we suppress the time argument on W2’s. The distance depends on the difference between the times at which the compared PD’s are computed. We have verified that during the stick phases this dependence is approximately linear, confirming that the considered sampling rate is large enough to resolve the temporal evolution of the force network.

3.4 Broken, mobile and nonmobile contacts

In this section, we define the measures that we use to study the changes of the contact network CN(t) and the nature of the contacts. If the contact between the particles pᵢ and pⱼ is present at time t, but not at t + τ/5, we say that the contact is broken. A simple measure to quantify the difference between CN(t) and CN(t + τ/5) is given by the ratio, r_b(t), between the number of broken contacts and the total number of contacts at time t. If the contact between two particles disappears, then the force previously acting between them vanishes and we refer to this force as a broken force. The average broken force, f_b, is defined as the sum of all broken forces divided by the number of broken contacts.

Until now, we only discussed quantities based on the normal component of the force acting between the particles. In Sec. 4 we also discuss two quantities that involve both the magnitude, Fₜ, of the tangential component of the force and the magnitude, Fₚ, of the normal component. One considered quantity is simply the ratio, Fₜ/Fₚ, calculated separately for each contact and then averaged over all contacts. The other related quantity is the ratio of mobile to non-mobile contacts, RMN. A contact between two particles is mobile if the ratio Fₜ/Fₚ is at the Coulomb threshold, µ_c. Note that within the implemented model Fₜ ≤ µ_c Fₚ, so that mobile contacts are the ones for which Fₜ/Fₚ reaches the largest possible value. In our computations, a contact is considered mobile if Fₜ/Fₚ > µ_c − ε, with ε = 10⁻³. All other contacts are called non-mobile. As a reminder, we do not consider particle-wall contacts.

4 Results

4.1 Motivation: A single slip event

To motivate the following discussion, we first discuss a single slip event that starts at time t₀. We are interested in the behavior before the start of this event. Thus, we present the results in terms of Δt = t − t₀.

Figure 5(a-c) shows the velocity of the top wall, vₛ, W2B₀, and the ratio of the mobile and non-mobile contacts, RMN. Note that due to our definition of t₀ the wall is essentially at rest for Δt < 0 (except the slow drift due to bulk compression combined with small fluctuations). However, Fig. 5(b) shows that W2B₀, which measures changes in the structure of the force network, increases significantly already around Δt = −4. This indicates that the force network starts changing rapidly as the system approaches a slip event. The fact that the W2B₀ detects this increased activity suggests its potential for predicting slip events. On the contrary, RMN does not exhibit any clear trend. This finding motivates a more careful statistical analysis of a large number of slip events. Such analysis, presented in what follows, demonstrates that the difference between W2B₀ and RMN, shown in Fig. 5, is not just a coincidence.

4.2 Statistical Analysis

To study the behavior of the system over a large number of slip events, we average the considered measures over different slips as follows. For each event we record the individual measures
Fig. 5 (a) Velocity of the top wall, $v_x$, in the x direction for the slip event shown in Fig 3 and Fig. 4. The inset shows the behaviour before the beginning of the slip. The small increase of $v_x$ before the slip is typical but other features such as the local minimum around $-4$ are not generic. The value $\Delta t = 0$ indicates the time at which the event starts. (b) W2B0, (c) ratio of mobile to non-mobile contacts, RMN.

Fig. 6 The mean of the wall speed, $v_x$, and acceleration, $a_x$, before slip events, averaged over all slip events. The value $\Delta t = 0$ corresponds to the beginning of the slip events, $t_i$. In this and the following figures, the means are calculated using the approach described at the beginning of Sec. 4.2, and the error bars show the standard errors.

for the last 100 consecutive samples before its beginning, that is for $\Delta t \in \{-20, -19.8, \ldots, 0\}$. Then, we compute average of each measure for fixed values of $\Delta t$.

Figure 6 shows the mean of wall velocity, $v_x$, and of its acceleration, averaged over the complete set of 465 slip events. Due to our definition of a slip, the wall is almost stationary before the slip starts at $\Delta t = 0$ (small component of the wall velocity before the slip is due to bulk compression as mentioned earlier in the text). However, there is a change in the trend around $\Delta t = -5$. For $\Delta t < -5$ the mean $v_x$ fluctuates while it increases steadily for $\Delta t > -5$, however this increase is orders of magnitude smaller than the increase observed at the beginning of the slip. Note that the mean roughly doubles in the time interval $[-5, -0.2]$, and then it almost doubles again between two consecutive outputs as the slip starts.

We proceed by discussing two sets of different measures. The first set consists of the measures that are obtained as (global)

system-wide averages of the considered properties of the system at a given time. The second set of measures is devised to assess micro and mesoscale changes that occur as the system evolves in time. We will show that these two sets of measures provide very different information about the system’s behavior before a slip event.

4.2.1 Global measures

Figure 7 shows our results for the set of measures based on the system-wide averages. Averaging the considered measures over a large number of events produces reasonably smooth results, despite the large variability of these quantities between individual slip events. For brevity, we do not discuss this variability in more quantitative terms here. In the rest of this paper, we only report the standard errors to indicate how well the individual means are estimated.

Figure 7(a) depicts the force pulling the top wall. This measure is not strictly speaking a system-wide average but we show it since the results are similar to other quantities presented in this figure. The value that this force reaches, before individual slips, varies considerably (see, e.g., for examples of simulations in similar settings). This variability shows the stochastic nature of stick-slip type dynamics. Nevertheless, Fig. 7(a) indicates that, despite large variations, the mean of the force pulling the top wall is well estimated and increases linearly.

Figure 7(b) shows that the mean of the $y$ coordinate of the wall position also increases with time, since the system expands as the force applied by the spring increases. This effect is known as Reynolds dilatancy (could be also interpreted in terms of the Poisson ratio of the granular system considered) and is caused by the systems response to an increased applied stress. Note that the effect is very weak and the system only expands by a small fraction of the particle diameter. Based on the present data, it is difficult to confirm quadratic increase of the wall position with ap-

* For further physical insight, note that for the present choice of parameters, dimensionless speed of $1.0 \times 10^{-5}$ correspond to the physical value of $\approx 1.0 \times 10^{-3}$ m/s.

† The connection between these two interpretations formulates an interesting question which we however do not discuss here in order to keep the discussion focused.
plied shear stress discussed recently. We note that this (weak) expansion of the system also leads to a small decrease of another global measure, the contact number, shown in Appendix, Fig. 10.

Figures 7(c, d) show two related quantities defined in Sec. 3. The ratio of tangential and normal forces, \( F_t/F_n \), and the ratio of mobile to nonmobile contacts (RMN). The value of \( F_t/F_n \) increases linearly with the applied spring force. This is not surprising because, in a static system, one expects \( F_t \) to counteract the applied force and thus the linear dependence seems natural. While this argument is more appropriate in a limit of a single layer of separate particles between the walls, Fig. 7(c) shows that it holds, at least on average, for the system considered here as well. The increase of RMN is a consequence of the increase of tangential forces, ignoring for the moment the fact that the normal force may change as well. It is worth pointing out that these simple scaling results hold only on average and the behavior of the individual quantities can be very different for a single event, see Fig. 5. We also note that the total normal force between the particles increases as slips are approached, making the above argument only approximate.

The next two global, system-wide measures are derived from persistence diagrams. Figure 7(e) shows the total persistence for connected components, \( T0 \), which increases linearly. This is not surprising since this measure is expected to scale with the applied force. The behavior of \( TP1 \), shown in Fig. 7(f) is different and deserves further attention. Recall that \( TP1 \) is the sum of the lifespans of the points in the PD1. The birth coordinate of a point in PD1 is given by the magnitude of the weakest force in the loop corresponding to this point. Because the death coordinate is always zero, the lifespan of the point is equal to its birth coordinate. The oscillations of the forces on the weakest links cause oscillations of \( TP1 \). It turns out that oscillations of the forces on the weakest links are caused by minor oscillations of the top wall, barely visible in Figure 7(b). These oscillations, in turn, are essentially damped aftershocks following slip events. Additional simulations (not shown here for brevity) of the systems for which the average distance between the top and bottom wall is approximately twice as large (carried out by doubling the number of particles) show that the period of these oscillations scales with the system height. This finding suggests that the oscillations are caused by compression waves propagating through the system in the \( y \) direction. We note that the components of the Cauchy stress tensor show similar behavior as the measures discussed so far. These components are shown in Fig. 11 in the Appendix.

To further show that the system-wide averages do not exhibit any clear signs of the approaching slip, as well as to facilitate comparison with the results presented in Sec. 4.2.2, we consider their derivatives. Figure 8, which depicts the derivatives of the measures presented in Fig. 7, indicates that the derivatives do not change dramatically, except for a couple of data points right before a slip occurs. This behavior, very close to the beginning of a slip event is due to relaxation of the forces caused by the fact that the system starts slowly evolving and breaking up contacts between the particles. However, this relaxation only happens very close to the slip itself and is not particularly useful as a slip precursor. Hence, we conclude that global measures do not capture the behavior which could be useful for predicting an imminent slip event. This motivates the need for measures that assess the evolution of the system on the micro (particle) and mesoscopic spatial scales.

4.2.2 Local measures

In Sec. 3 we defined measures that are capable of quantifying the changes of the system on the particle scale as well as on mesoscopic scales relevant to our study of the evolution of the force network. We remind the reader that to quantify these changes we first compare local and mesoscopic differences between the consecutive samples and only then aggregate them to a single number quantifying the difference. As discussed previously in the context of W2 distances, the output rate in our simulations is sufficiently high so that the main features of the results are rate-independent.

Figure 9 shows the results, again averaged over all slip events.
Figures 9(a, b) depict the W2B0 and W2B1 distances measuring the differences between two consecutive persistence diagrams PD_0 (PD_1) that capture the structure of the connected components (loops) present in the force network. The measures, shown in Fig. 9(c, d), also evaluate temporal changes in the force network structure by utilizing the notion of the differential force network.

The parts (e, f) focus on broken contacts: part (e) shows the ratio of the number of broken contacts divided by the number of all contacts, and (f) shows the average normal force of these broken contacts. We note that the behavior of the broken contacts is very different from the time evolution of the number of contacts shown in Appendix, Fig 10. This stems from the fact that the number of contacts (static, global measure) is aggregated from a single state of the contact network while the number of broken contacts is obtained by comparing two consecutive states.

Finally, the parts (g, h) show the mean speed, \( \bar{v}_p \), of the system particles, and its standard deviation, \( s_{\bar{v}} \). These quantities are calculated as \( \bar{v}_p = \frac{\sum_{i=1}^{N} v_i}{N} \) and \( s_{\bar{v}} = \sqrt{\frac{\sum_{i=1}^{N} (v_i - \bar{v}_i)^2}{N}} \), where \( v_i \) is the speed of the \( i \)-th particle. Note that the ratio of kinetic to potential energy of the particles, see Fig. 12 in the Appendix, shows similar generic behavior, although an increase of that measure appears to be delayed, compared to, eg., \( \bar{v}_p \).

Although there is no obvious direct connection between the measures presented in Fig. 9, they all show similar behavior. In particular, all of them start growing rapidly before the beginning of a slip event. We recall that this behavior is similar to the behavior of the wall velocity, \( v_w \), see Fig. 6. Therefore, the trend exhibited by the dynamic local measures is completely different from the one exhibited by the static global measures, Fig. 7, or their derivatives, Fig. 8. We note that the considered dynamic measures exhibit a slow decrease before the onset of the slip. We expect that this decrease is a consequence of a slow relaxation from the preceding slip event. However, further research is necessary to analyze this decrease in more detail.

All measures shown in Fig. 9 quantify the time evolution of the system on either particle scale or mesoscale. The fact that these measures increase before the onset of a slip event indicates that the evolution on both particle scale and mesoscale intensifies before the slip. However, this increased activity is not detected by the global measures. This suggests that the increased activity is limited to local fluctuations. We expect that these fluctuations intensify until they eventually reach a critical level and trigger the slip event, which leads to global rearrangements. Notice that these fluctuations do not only affect the force networks but also the movement of the particles, as indicated by the increase of their velocities shown in Fig. 9(g - h).

Before closing this section, we comment on the very different behavior of the wall velocities in the \( x \) and \( y \) directions (compare Figs. 6 and 8). This difference is caused by the different nature of these two measures. The velocity \( v_x \) depends on the (global) pressure while the velocity \( v_y \) depends on local interactions between the wall and the particles.

5 Conclusions

We consider a granular system exhibiting intermittent dynamics known as the stick-slip regime. To detect the slip events, we use a strict a posteriori method, based on the wall movement. Even though the system is essentially static before slip starts, we can identify measures that dramatically change their behavior as a slip event is approached.

The measures that we consider in this paper fall into two categories. The first category of global measures is obtained by averaging over the whole system. Such measures include the system size (wall position), contact number, or system-wide measures of the normal and tangential forces between the particles. We find that before a slip event these measures show (on average) approximately linear behavior. There is no clear change in their behavior almost until the slip starts. The second category of the measures quantifies local and mesoscopic changes of the system, computed based on information at different time instances. Such measures include the Wasserstein distance measuring time evolution of the force network, percolating properties of the differential force network, or the number of broken contacts, among others. We find that the measures in this category behave differently. Namely, they start to increase in a nonlinear fashion well before a slip starts. The local nature of these measures suggests that their behavior is caused by spatial and temporal fluctuations in the system which cannot be detected by the global measures.

We hypothesize that the intensity of the fluctuations in the system increases until it overcomes the stabilizing effects of the force network and triggers a slip event. Therefore, information about the evolution of the system on micro and mesoscopic scales seems to be vital for accurately predicting the occurrence of a slip.

We expect that the local measures, introduced in this paper, could be used to predict an upcoming slip event. However, the variations between different slip events suggest that more advanced statistical methods involving either machine learning or some complementary approach will be needed to achieve this goal. The development of such methods will be the subject of our future work.

Appendix

We present some additional global and local measures that show similar trends as the measures presented in the main body of the paper. Figure 10 shows the number of contacts \( C \) per particle averaged over all the slip events. Note this this global static measure slowly decreases with time in an almost linear fashion. As the other global measures it only changes its behavior very close to the beginning of the slip.

We also analysed global static measures based on the Cauchy tensor. This tensor is defined as \( \sigma_{ij} = \frac{1}{A} \sum_{k} (F_{kr} + F_{rk}) \), where \( A \) is the area of the domain, \( r_{ik} \) are the Cartesian components of the vector pointing from the center of particle \( p \) toward the particle contact \( c_{ik} \), and \( F_{ij} \) are the corresponding inter-particle force components. The sum goes over all inter-particle contacts \( c_{ik} \) for all particles \( p \), excluding the particle–wall contacts. Figure 11 shows the components of the tensor, averaged over all the slip events. We note that from the behavior of these components and
the strain results, such as those shown in Fig. 7(b), one could extract additional information about material response to external forcing (such as stiffness tensor). In the present context, we just note that the behavior of the measures based on the components of the Cauchy tensor shown in Fig. 11 is similar to other global measures.

Finally, Fig. 12 shows the ratio of kinetic to potential energy averaged over all slip events. The total kinetic energy $E_k = \sum_{i=1}^N m_i v_i^2 / 2$ where $m_i$ and $v_i$ is the mass and the velocity of system particles and the sum is over all the system particles. We measured total potential energy $E_p = \sum_{C_i} k_e x_i^2 / 2$ where $x_i$ is the compression of two particles that are in contact excluding particle-wall contacts. Note that the kinetic energy is obtained by first computing the kinetic energies of the individual particles based on their velocities which are local dynamic quantities. Thus the ratio of $E_k$ to $E_p$ shows a similar behaviour as the other measures shown in Fig. 9.
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