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Abstract

Over the past two decades, U.S. nuclear power plant regulation has increasingly depended on best-estimate plus uncertainty safety analyses. As a result of the shift to best-estimate analyses, the distribution of the output metric must be compared against a regulatory goal, rather than a single, conservative value. This comparison has historically been conducted using a 95% one-sided confidence interval for the 0.95-quantile of the output distribution, which is usually found following the technique of simple random sampling using order statistics (SRS-OS). While SRS-OS has certain statistical advantages, there are drawbacks related to the available sampling schemes and the accuracy and precision of the resulting value. Recent work has shown that it is possible to establish asymptotically valid confidence intervals for a quantile of the output of a model simulated using variance reduction techniques (VRTs). These VRTs can provide more informative results than SRS-OS. This work compares SRS-OS and the VRTs of antithetic variates and Latin hypercube sampling through several experiments, designed to replicate conditions found in nuclear safety analyses. This work is designed as an initial investigation into the use of VRTs as a tool to satisfy nuclear regulatory requirements, with hope of expanded analyses of VRTs in the future.
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AV – Antithetic Variates
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CDF – Cumulative Distribution Function
1. Introduction and Background

In its efforts to transition from conservative regulatory models to best-estimate plus uncertainty analyses, the Nuclear Regulatory Commission (NRC) has developed safety analysis guidelines that require quantification of the impact of uncertainties on the output of accident simulations [1]. While different methods to meet this quantitative requirement have been discussed [2], the most common approach is to calculate a confidence interval for a quantile of the output distribution. An NRC-approved method of accomplishing this task has been the technique of simple random sampling using order statistics (SRS-OS) [2]. While this method has many positive aspects for nuclear safety analysts, it has certain drawbacks related to the available sampling schemes and the accuracy and precision of the resulting value. Recent work has shown that it is possible to establish asymptotically valid confidence intervals for a quantile of the output of a model simulated using variance reduction techniques (VRTs), such as Latin hypercube sampling (LHS) [3]. These VRTs can possibly provide more informative results than SRS-OS. The current work compares SRS-OS and the VRTs of antithetic variates and LHS through several experiments, designed to replicate conditions found in nuclear safety analyses. These tests include a simple nonlinear equation system, a design-basis accident analysis of a nuclear power plant using a response surface surrogate for the thermal-hydraulic code RELAP5 [4], and a beyond-design-basis accident analysis conducted using the severe-accident analysis computer code MELCOR [5]. This work was designed as an initial investigation into the use of VRTs as a tool to satisfy nuclear regulatory requirements, with the hope of expanded analyses of VRTs in the future.

Section 1 begins with an overview of regulatory history and a quick description of hypothesis testing, which is used to frame the issue of regulatory compliance in a more-rigorous fashion. This is followed in Section 2 by a review of the statistical methods that are later compared through a series of example problems in Section 3. The conclusions are reviewed in Section 4.

1.1. Regulatory Background

The initial approach to the treatment of modeling uncertainties in regulatory analysis was to use non-mechanistic, conservative models. In the implementation of the Part 50 Appendix K of the Code of Federal Regulations [6], which describes a prescription for the conservative treatment of uncertainties in the analysis of loss-of-coolant accidents (LOCAs), it became apparent that what was
thought to be conservative might not be conservative in all cases, and that conservative regulatory models could be misleading with regard to the improvement of reactor safety. The transition to best-estimate plus uncertainty regulatory requirements began with an amendment to 10 CFR 50.46 [1] in 1988, which allowed for realistic modeling of LOCAs. While this rule-change signaled an advancement in regulatory safety analysis, the statistical requirements of the output result were vague, stating only that there should be a “high level of probability that the criteria would not be exceeded.”

In 1989, the NRC issued RG1.157 [7], which helped clarify the procedure for performing a best-estimate calculation relating to the design bases for essential safety systems. It set the standard for the handling of computational uncertainty for nuclear safety applications by stating that a 95% probability level is considered acceptable to the NRC staff for comparison of best-estimate predictions to safety limits. However, the ambiguity of the term “95% probability level” remained an issue for the analyst.

The most obvious solution to the “95% probability” requirement was to estimate the 0.95-quantile of the output distribution. One method to do this was to perform a large number of simple random sampling (SRS) computer code runs using Monte Carlo sampling and simply order and count the results until 95% of the runs fell below that value. Then this point estimate of the 0.95-quantile would be compared to the safety limit. The large number of runs required by SRS to obtain sufficient accuracy represented a major problem for safety analysts, due to minimal computing power and extended code run times. There was also the question of just how many runs would be necessary for an analyst to be able to claim that the estimate of the 0.95-quantile was sufficiently accurate.

Response-surface methods [8] were initially proposed as a way of reducing runs and increasing knowledge of the overall behavior of the parameters of interest. An advantage of this approach is that it employs a fixed matrix of runs to be conducted to estimate the desired surface. This property not only gives the analyst a plan to provide to the regulator, but also produces a level of understanding about the impact of different input parameters. However, like the large-sample SRS case, run designs often needed to be very large to capture input interactions and nonlinearity, and the only way around this was to group input parameters based on the analyst’s judgment [2]. In response to these considerations, methods were developed that required a smaller number of runs, but which could satisfy the regulatory guidelines.

Both AREVA [9] and Westinghouse [2] developed approaches for the use of simple random sampling using order statistics (SRS-OS) for their regulatory LOCA analyses. While the method of SRS-OS was first considered for use in the nuclear industry in the 1970’s [10], it was not until the NRC published NUREG-1475 [11], a guide to applying statistics, in 1994 that the NRC provided a more comprehensive picture of its use for regulatory requirements. Gesellschaft fürAnlagen-und Reaktorsicherheit (GRS) helped bring SRS-OS to the thermal hydraulic and safety fields soon after [12]. Major steps forward occurred in 2003 and 2004 with publications by Guba, Pál, and Makai [13], and Nutt and Wallis [14]. These works not only expanded on how SRS-OS could be used in safety analyses, but also demonstrated how it could be applied to satisfy the 95% probability reporting requirement. The solution provided by Guba, Pál, and Makai [13] and Nutt and Wallis [14] to this question was to report a 95% upper one-sided confidence interval for the 0.95-quantile of the output distribution. Based on the works of Wilks [15] and Wald [16], this method simulates the model using SRS and specifies a particular order statistic as an endpoint of a 95% tolerance interval with 95% confidence. This method was considered acceptable by the NRC in regards to the 95% probability requirement [2], and is discussed in detail in Section 2.1.

While the acceptance of the 95% confidence interval for the 0.95-quantile has been adopted by the NRC for satisfying design-basis accident requirements, there are other safety applications for which less stringent requirements may be appropriate, such as for the analysis of beyond-design-basis events. For the analysis of these events, similar, but less stringent limits could be established, such as the use of the 95% confidence level with a lower quantile.
1.2. Comparison to Safety Requirement within the Context of Hypothesis Testing

The process of using a confidence interval for a quantile to compare to a regulatory safety limit can be explained more rigorously using hypothesis testing. For example, assume there is a regulatory safety goal with value $G$, that represents a prescribed limit that the true 0.95-quantile ($\xi_{0.95}$) of the output of a safety analysis cannot exceed. In this case, we define a hypothesis test, with null hypothesis $H_0$: $\xi_{0.95} \geq G$ and alternative hypothesis $H_1$: $\xi_{0.95} < G$. This framework puts the burden of proof on $H_1$, which hypothesizes that the true 0.95-quantile value of the output falls below the prescribed limit. Hypothesis testing uses a statistic to make a decision about a parameter. Since the true 0.95-quantile $\xi_{0.95}$ of the system, a parameter, is unknown, it needs to be estimated. Define a 95/95 value to be the upper confidence limit of an upper-one-sided 95% confidence interval (the first “95” in 95/95) for the 0.95-quantile (the second “95” in 95/95), and assume that this 95/95 value will be used as the basis for a hypothesis test at level $\alpha = 0.05$. If the 95/95 value lies below the safety goal $G$, then $H_0$ is rejected (i.e., $H_1$ is accepted); otherwise, $H_0$ is accepted. An example of such a regulatory hypothesis test is the LOCA analysis referenced in the previous section, where it is established, with at least 95% confidence, that the 0.95-quantile of the analysis metric, such as the peak cladding temperature, must be below the regulatory requirement of $G = 2200$. From there, four outcomes of the hypothesis test are possible, as seen in Table 1.

<table>
<thead>
<tr>
<th>Accept $H_0$</th>
<th>$H_0$ is true</th>
<th>$H_1$ is true</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Decision</td>
<td>Incorrect Decision</td>
<td>Type-II Error</td>
</tr>
<tr>
<td>Incorrect Decision</td>
<td>Type-I Error</td>
<td>Correct Decision</td>
</tr>
</tbody>
</table>

As the table shows, there are two types of errors possible during the analysis. Type-I errors, or false positives, accept the alternative hypothesis when in actuality it is not true. In our example, this would be the system appearing to satisfy the safety limit when the true quantile does not. This will occur when the resulting 95/95 value of the analysis is below the regulatory limit, but the true 0.95-quantile exceeds it. Type-II errors, or false negatives, are when the null hypothesis is accepted as true, but in actuality, the alternative hypothesis is true. In our example, this would be the system appearing to fail the safety limit, with the 95/95 value at a higher value than the limit, even though the true quantile lies below the limit value.

Both errors have negative impacts. Type-I errors would appear to be the more serious error since a system is being approved that should not be. However, Type-II errors also have drawbacks, since a system will be viewed as failing when it should not. This type of error could mean that time and resources will be dedicated to fixing a non-existent problem, when they could have been applied more productively. The goal of the safety analysis should be to reduce the probability of committing both Type-I and Type-II errors. This not only helps reduce false positives, but helps assure that safety measures are most effectively addressing true safety issues.

Beyond avoiding errors during regulatory analysis, there are other reasons utilities and regulators would like to increase the accuracy of the resulting 95/95 value. The margin from the resulting value to the safety limit is also of use, and increasing the accuracy of the 95/95 value can provide a clearer picture of the magnitude of this margin. Significant margin may allow utilities to increase reactor temperature or power, increasing profit. As Westinghouse has stated, “The quantification and tracking of the margin is most often requested by both the plant operator and the regulator,…” [2].
2. Methods

Before describing the methods examined to establish confidence levels, it is important to review the process of estimating a quantile from empirical data. To state the problem more formally, suppose there is a system that has as its input a random vector \( X \), and (univariate) output \( Y \) with cumulative distribution function \( F \). The components of the input random vector \( X \) may have different marginal distributions and may be dependent. By inverting \( F \), the \( p \)-quantile \( \xi_p \) can be found:

\[
\xi_p = F^{-1}(p),
\]

where \( F^{-1}(p) \equiv \inf\{x : F(x) \geq p\} \). Thus, if \( p = 0.95 \), \( \xi_{0.95} \) is the true 0.95-quantile. If the goal were to estimate \( \xi_p \) using simulation with SRS, a sample of independent and identically distributed (i.i.d.) univariate outputs \( Y_1, Y_2, \ldots, Y_n \) from distribution \( F \) would be generated. From there, the empirical cumulative distribution function \( \hat{F}_n \) can be computed:

\[
\hat{F}_n(y) = \frac{1}{n} \sum_{i=1}^{n} I(Y_i \leq y)
\]

where \( I(A) \) is the indicator function of an event \( A \), which assumes value 1 on \( A \) and 0 on the complement \( A^c \). The \( p \)-quantile estimator \( \hat{\xi}_{p,n} \) is then computed by inverting \( \hat{F}_n \), i.e., \( \hat{\xi}_{p,n} = \hat{F}_n^{-1}(p) \). The quantile estimator \( \hat{\xi}_{p,n} \) can also be calculated using order statistics, where the sample \( Y_1, Y_2, \ldots, Y_n \) would be sorted in ascending order \( Y_{(1)} \leq Y_{(2)} \leq \cdots \leq Y_{(n)} \), where \( Y_{(i)} \) is the \( i \)th smallest output. Then \( \hat{\xi}_{p,n} = Y_{\lceil np \rceil} \) where \( \lceil \cdot \rceil \) is the round-up function. While these techniques result in a point estimate of the quantile, they do not provide any measure of the error in the estimate.

2.1. Simple Random Sampling using Order Statistics

As stated earlier, there are several key properties that make SRS-OS appealing to nuclear safety analysts. The biggest benefits of the SRS-OS method are that it is nonparametric and non-asymptotic. Nonparametric means that the method is independent of the output’s probability distribution, as long as it is continuous. Since it is non-asymptotic, the validity of the confidence statement holds exactly for certain finite sample sizes \( n \) and does not depend on \( n \) growing toward infinity. The SRS-OS method first fixes an integer \( r \geq 1 \) and then determines the number \( n \) of runs necessary so that the \( r \)-th largest output of the \( n \) runs is a valid 95/95 value. Then the 95/95 criterion is verified by checking if the 95/95 value lies below the safety limit. With this method, it is also possible to find the number \( n \) of runs necessary to construct a valid confidence interval for any quantile.

The required value for \( n \), when \( r = 1 \), can be determined as follows. Suppose that \( n \) i.i.d. runs are performed, giving \( n \) i.i.d. outputs, and consider the true \( p \)-quantile \( \xi_p \). Each of the \( n \) outputs has probability \( p \) of lying below \( \xi_p \), so the probability that all \( n \) outputs are less than \( \xi_p \) is \( p^n \). Thus, the probability that at least one output is larger than \( \xi_p \) is \( 1 - p^n \), so the probability that the largest of the \( n \) outputs is greater than \( \xi_p \) is

\[
\beta = 1 - p^n.
\]

1 While techniques for using SRS-OS for the evaluation of multiple output metrics from a single function (or computer code) have been proposed by both Pál and Makai [42] and Nutt and Wallis [14], the focus here is on the case with a single output metric \( Y \), as this work is seen as a first step toward the use of new and innovative analysis methods. Future work will consider the case of multiple output metrics.
Setting $\beta = p = 0.95$ and solving for $n$ in Eq. (3) results in $n = 59$. Thus, if 59 SRS runs are conducted, then the largest (i.e., $r = 1$) of the 59 outputs is a 95/95 value.

Since so few SRS runs are conducted when $r = 1$, the variance of the resulting value can be high. To obtain a more accurate 95/95 value, the value of $r$ can be increased, which necessitates a larger run size $n$. Here, accuracy is defined as the expected distance from the 95/95 value to the true quantile $\xi_p$, and precision is the variance of possible 95/95 values. For $r \geq 1$, the argument used to obtain Eq. (3) can be generalized to show that the probability that the $r$-th largest of the $n$ outputs is larger than $\xi_p$ is given by the binomial probability

$$\beta = 1 - \sum_{i=n-r+1}^{n} \frac{n!}{i!(n-i)!} p^i(1-p)^{n-i};$$

see Guba, Pál, and Makai [13] and Nutt and Wallis [14]. Now set $\beta = p = 0.95$ and fix $r \geq 1$ in Eq. (4). Then solving for $n$ numerically gives the number of runs needed to ensure that the $r$-th largest output of the $n$ runs is a valid 95/95 value. For example, if $r = 1$, then Eq. (4) reduces to Eq. (3), resulting in $n = 59$, as before. If $r = 3$, then $n = 124$, so the third largest output from the 124 runs is a valid 95/95 value.

While SRS-OS is straightforward and easy to implement, there are several potential drawbacks. SRS-OS requires i.i.d simulation input values across runs, such as those chosen when using SRS sampling, in order to satisfy the requirements of the binomial distribution, which forms the basis of the SRS-OS approach. (As noted earlier, the inputs within a run may have different marginal distributions and may be dependent.) Therefore, other sampling schemes, like the variance reduction techniques discussed in the following section, cannot be used in conjunction with SRS-OS since the input values across runs are no longer independently chosen. This drawback was one of the major motivations for the current work and influences the variance of the result in the following two ways.

The first issue arises not from the resulting SRS-OS values being invalid, but from the variance and conservatism of the results. At lower run levels, the 95/95 value will, on average, be overly conservative. This can be seen in Fig. 1, based on a similar plot by Nutt and Wallis [14], which shows the probability density of the 95/95 value of a SRS-OS analysis for the various values of $r$, where the corresponding sample size $n$ is chosen to be the smallest integer so that $\beta$ is at least 0.95. The probability density is computed by taking the derivative of Eq. (4) with respect to $p$ and is shown as a function of the cumulative probability $p$; see Nutt and Wallis [14]. Thus, the figure gives an indication of the location of the determined 95/95 value when using SRS-OS at different sampling levels. For example, when 59 runs are conducted ($r = 1$, $n = 59$ runs) the determined 95/95 value is more likely to fall in an interval near the 1.0-quantile than an interval near the 0.95-quantile. Even when 1008 runs are used ($r = 40$, $n = 1008$ runs), the 95/95 value is more likely to be near the 0.96-quantile than the 0.95-quantile.
Second, as stated above, since SRS sampling is used, the variance of the 95/95 value can be very high when \( r \) (and subsequently \( n \)) is small, so the likely range of 95/95 values is large. In certain cases, this can mean that even though only \( \sim 5\% \) of trials will fall below the actual quantile (due to the 95\% confidence), there is a not-insignificant chance that they could fall well below. Thus, these trials not only pose the threat of a Type-I error, but by violating the regulatory limit by a wide margin, they may approach, or exceed, the true capacity of the system.

2.2. Asymptotic Confidence Intervals

In contrast to the SRS-OS method, which states a priori a set number of runs which must be conducted to establish a valid confidence interval (CI) for a quantile, it is also possible to establish other confidence intervals by proving a central limit theorem (CLT) as the number of runs grows large. This method has long been known when using SRS sampling [17], but until recently, has not been proven when using variance reduction techniques (VRTs). VRTs are methods of simulation-based sampling that seek to reduce the variance of the output result by either by using features of the model to correct or adjust outputs, or by reducing the variability of the inputs [18]. The most common VRTs are stratified sampling, Latin hypercube sampling (LHS), antithetic variates (AV), importance sampling, and control variates [18].

This section reviews asymptotic confidence intervals for SRS sampling, and discusses the recent work to expand their applicability to VRTs. For this work, only LHS and AV were investigated because these methods can generally be applied without relying on prior knowledge of characteristics of the system. Using a VRT that relies on detailed knowledge about the system to adjust sampling methods or outputs, such as importance sampling and some methods of control variates, may be difficult to apply in practice unless one has a good understanding of the dynamics of the underlying model. It is important to note that assumptions are still needed about the system when using LHS and AV to guarantee they reduce variance, but these assumptions are likely to be satisfied in great generality. Both methods are essentially guaranteed to reduce the variance of the output if the system is a monotone function of the inputs, meaning increasing an input value will lead to the output either always decreasing or always increasing. It is still possible to get variance reduction if this is not true, but it is not ensured [19].

Suppose we can represent the univariate output \( Y \) from our simulation model as

\[
Y = g(U_1, U_2, ..., U_d),
\]

where \( g \) is a given (deterministic) function having a fixed number \( d \) of arguments and \( U_1, U_2, ..., U_d \) are i.i.d. uniform[0,1] random variables. The function \( g \), which takes the \( d \) i.i.d. uniforms and transforms them into a single output \( Y \), can be quite complicated, and it may not be possible to express \( g \) in closed-form. For example, a LOCA simulation might have \( s \) input random variables \( X_1, X_2, ..., X_s \) with some joint distribution \( G_0 \). Thus, \( X_1, X_2, ..., X_s \) may not necessarily be independent or identically distributed, so if \( X_j \) has marginal distribution \( G_j \), then \( G_1, G_2, ..., G_d \) may be different. Then \( X_1, X_2, ..., X_s \) are fed into a detailed computer code, which then computes an output \( Y \). In this case, the function \( g \) transforms the \( d \) i.i.d. uniforms \( U_1, U_2, ..., U_d \) into observations of the \( s \) input variables \( X_1, X_2, ..., X_s \), runs the computer code with these inputs, and produces a univariate output \( Y \). (In many settings, we have \( s = d \), and each input variable \( X_j \) is sampled from its marginal distribution \( G_j \) via inversion, i.e., \( X_j = G_j^{-1}(U_j) \). In this case, we have that \( X_1, X_2, ..., X_s \) are independent but not necessarily identically distributed. More generally, our framework allows for dependence among \( X_1, X_2, ..., X_s \).) Let \( F \) be the CDF of \( Y \), so for \( 0 < p < 1 \), the \( p \)-quantile is \( \xi_p = F^{-1}(p) \).
2.2.1. Review of SRS

We now review how to use SRS to estimate and construct an asymptotically valid confidence interval for the p-quantile $\hat{\xi}_p$ based on a CLT when $Y$ has the form in Eq. (5). We can generate $n$ i.i.d. copies of $Y$ by first generating $nd$ i.i.d. uniform[0,1] random variables $U_{ij}$, $i=1,2,\ldots,n$, $j=1,2,\ldots,d$, where $d$ is as defined in Eq. (5). We arrange the uniforms in an $n \times d$ array

$$
\begin{bmatrix}
U_{1,1} & U_{1,2} & \cdots & U_{1,d} \\
U_{2,1} & U_{2,2} & \cdots & U_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
U_{n,1} & U_{n,2} & \cdots & U_{n,d}
\end{bmatrix}
$$

(6)

where the $i$th row is used to generate the $i$th output $Y_i$, i.e.,

$$
Y_1 = g(U_{1,1}, U_{1,2}, \ldots, U_{1,d}), \\
Y_2 = g(U_{2,1}, U_{2,2}, \ldots, U_{2,d}), \\
\vdots \\
Y_n = g(U_{n,1}, U_{n,2}, \ldots, U_{n,d}).
$$

Each $Y_i$ has the distribution $F$ because the $d$ entries in the $i$th row of Eq. (6) are i.i.d. uniforms, as required by Eq. (5). Moreover, $Y_1, Y_2, \ldots, Y_n$ are independent by the independence of the $n$ rows in Eq. (6). Then we compute the SRS p-quantile estimator as $\hat{\xi}_{p,n} = \hat{F}^{-1}_n(p)$, where $\hat{F}_n$ is defined in Eq. (2).

To establish a CI for $\xi_p$ based on the SRS point estimator $\hat{\xi}_{p,n}$, we first want to show that $\hat{\xi}_{p,n}$ satisfies a CLT as the sample size $n$ grows large. One way of establishing this is by first proving that $\hat{\xi}_{p,n}$ satisfies a so-called Bahadur representation; see [20]. Let $f$ denote the derivative, when it exists, of $F$, and assume that $f(\xi_p) > 0$. Now consider the following heuristic argument. When $n$ is large, it is reasonable to expect that $\hat{\xi}_{p,n} = \hat{F}_n^{-1}(p) \approx F^{-1}(p) = \xi_p$. Because $F(\xi_p) = p$ by definition, we see that $F(\hat{\xi}_{p,n}) \approx p$, so a Taylor approximation yields

$$
p \approx F(\hat{\xi}_{p,n}) \\
\approx F(\xi_p) + f(\xi_p)(\hat{\xi}_{p,n} - \xi_p) \\
\approx \hat{F}_n(\xi_p) + f(\hat{\xi}_p)(\hat{\xi}_{p,n} - \xi_p),
$$

where the last approximation holds because $\hat{F}_n \approx F$. Rearranging terms leads to $\hat{\xi}_{p,n} = \xi_p + [p - \hat{F}_n(\xi_p)]/f(\hat{\xi}_p)$, which approximates a quantile estimator by a linear transformation of a CDF estimator.

Bahadur [20] makes this argument mathematically rigorous. In particular, suppose that the second derivative $F''$ of $F$ exists and is bounded in a neighborhood of $\xi_p$, and that $f(\xi_p) > 0$. Then Bahadur proves that

$$
\hat{\xi}_{p,n} = \xi_p + \frac{p - \hat{F}_n(\xi_p)}{f(\hat{\xi}_p)} + R'_n, \text{ where } R'_n = O(n^{-3/4} \log n) \text{ as } n \to \infty \text{ with probability 1,}
$$

(7)

where the statement “$A_n = o(g(n))$ as $n \to \infty$ with probability 1” means that there exists an event $\Omega_0$ such that $P(\Omega_0) = 1$ and for each $\omega \in \Omega_0$, there exists a constant $B(\omega)$ such that $|A_n(\omega)| \leq B(\omega)g(n)$ for all $n$ sufficiently large. Equation (7) is known as a Bahadur representation.

Under weaker conditions, Ghosh [21] establishes a variant of a weaker version of Eq. (7), which
will be useful and sufficient for our needs. Specifically, let \( p_n \) be a perturbed value of \( p \) converging to \( p \) as \( n \to \infty \), and let \( \hat{\xi}_{p,n} = \hat{F}_n^{-1}(p_n) \). (Working with a perturbed \( p_n \) rather than a fixed \( p \) will allow us to construct an asymptotic CI for \( \xi_p \) when applying VRTs.) Also, let \( \Rightarrow \) denote convergence in distribution (Section 1.2.4 of [22]), which is weaker than convergence with probability 1 and is equivalent to convergence in probability when the limit is deterministic. Ref [21] shows that if \( f(\xi_p) > 0 \), then

\[
\hat{\xi}_{p,n} = \xi_p + \frac{p - \hat{F}_n(\xi_p)}{f(\xi_p)} + R_n, \tag{8}
\]

with

\[
\sqrt{n}R_n \Rightarrow 0 \quad \text{as} \quad n \to \infty, \tag{9}
\]

where

\[
\hat{\xi}_p = \xi_p + \frac{p_n - p}{f(\xi_p)}, \tag{10}
\]

when \( p_n = p + O(1/\sqrt{n}) \). If \( f \) is also continuous in a neighborhood of \( \xi_p \), then Eqs. (8) and (9) hold for all \( p_n \to p \) with

\[
\hat{\xi}_{p_n} = F^{-1}(p_n). \tag{11}
\]

The results in Eqs. (8) and (9) ensure that the SRS quantile estimator \( \hat{\xi}_{p,n} \) satisfies a CLT. To show this, fix \( p_n = p \) in Eq. (8) so \( \hat{\xi}_{p,n} = \xi_p \), rearrange terms and scale by \( \sqrt{n} \) to obtain

\[
\sqrt{n}(\hat{\xi}_{p,n} - \xi_p) = \sqrt{n}\left(\frac{p - \hat{F}_n(\xi_p)}{f(\xi_p)}\right) + \sqrt{n}R_n. \tag{12}
\]

From Eq. (2), we see that \( \hat{F}_n(\xi_p) \) is the sample average of i.i.d. indicator functions \( 1(Y_i \leq \xi_p) \), \( i = 1, 2, \ldots, n \), each of which has mean \( p \) and variance \( 0 < p(1 - p) < \infty \). Hence, the first term on the right side of Eq. (12) satisfies a CLT (see p. 28 of [22]), with limit \( N(0, p(1 - p)/f^2(\xi_p)) \) as \( n \to \infty \), where \( N(a, b^2) \) denotes a normal random variable with mean \( a \) and variance \( b^2 \). The second term on the right side of Eq. (12) vanishes (in distribution) as \( n \to \infty \) by Eq. (9), so Slutsky’s theorem (p. 19 of [22]) ensures that

\[
\sqrt{n}(\hat{\xi}_{p,n} - \xi_p) \Rightarrow N(0,1) \quad \text{as} \quad n \to \infty,
\]

or equivalently,

\[
\frac{\sqrt{n}}{\sqrt{p(1 - p)\lambda_p}}(\hat{\xi}_{p,n} - \xi_p) \Rightarrow N(0,1) \quad \text{as} \quad n \to \infty, \tag{13}
\]

where

\[
\lambda_p = \frac{1}{f(\xi_p)} \tag{14}
\]

which is known as the sparsity function [23] or the quantile density function [24]. One interpretation of
the CLT is that the left of Eq. (13) will have approximately a standard (i.e., mean 0, variance 1) normal distribution for large $n$.

The CLT in Eq. (13) illustrates one reason why a Bahadur representation is useful. The latter shows that a quantile estimator can be approximated as a linear transformation of a CDF estimator, which typically is a sample average so it satisfies a CLT. Thus, a Bahadur representation provides insight into why a quantile estimator, which is not a sample average, satisfies a CLT.

Once the CLT in Eq. (13) has been established, we can then unfold it to obtain a confidence interval for $\xi_p$. Let $z_\beta = \Phi^{-1}(1 - \beta)$ for any $0 < \beta < 1$, where $\Phi$ is the CDF of $N(0,1)$. Then to derive a $100(1 - \alpha)\%$ confidence interval for $\xi_p$, note that

$$1 - \alpha = P\{-z_{\alpha/2} \leq N(0,1) \leq z_{\alpha/2}\}$$

$$\approx P\{-z_{\alpha/2} \leq \frac{\sqrt{n}}{\sqrt{p(1-p)\lambda_p}} (\hat{\xi}_{p,n} - \xi_p) \leq z_{\alpha/2}\}$$

$$= P\left\{\hat{\xi}_{p,n} - z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_p}}{\sqrt{n}} \leq \xi_p \leq \hat{\xi}_{p,n} + z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_p}}{\sqrt{n}}\right\}$$

where the approximation holds for large $n$ by the CLT. Hence,

$$\left[\hat{\xi}_{p,n} - z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_p}}{\sqrt{n}}, \hat{\xi}_{p,n} + z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_p}}{\sqrt{n}}\right] \equiv \left[\hat{\xi}_{p,n} \pm z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_p}}{\sqrt{n}}\right]$$

(15)

is an asymptotically valid (two-sided) $100(1 - \alpha)\%$ confidence interval for $\xi_p$. Since $\lambda_p$ is unknown, for the CI in Eq. (15) to be implementable in practice, we need to replace $\lambda_p$ with a consistent estimator $\hat{\lambda}_{p,n}$; i.e., $\hat{\lambda}_{p,n} \Rightarrow \lambda_p$ as $n \to \infty$. If we have such an estimator, then

$$J_n = \left[\hat{\xi}_{p,n} \pm z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_{p,n}}}{\sqrt{n}}\right]$$

is another asymptotic two-sided $100(1 - \alpha)\%$ CI for $\xi_p$, which is asymptotically valid in the sense that $P\{\xi_p \in J_n\} \to 1 - \alpha$ as $n \to \infty$.

Now the key issue is that of constructing a consistent estimator $\hat{\lambda}_{p,n}$ of $\lambda_p$ from Eq. (14). Since $\lambda_p = 1/f(\xi_p) = \frac{d}{dp}F^{-1}(p) = \lim_{h \to 0}(F^{-1}(p + h) - F^{-1}(p - h))/(2h)$ by the chain rule of differentiation, a natural estimator for $\lambda_p$ is the (central) finite difference

$$\hat{\lambda}_{p,n} = \frac{F_{n}^{-1}(p + h_n) - F_{n}^{-1}(p - h_n)}{2h_n},$$

(16)

where $h_n > 0$ is a user-specified (small) parameter known as the bandwidth or smoothing parameter. (See Section VII.1 of [25] or Section 7.1 of [18] for overviews of finite-difference estimators.) If $h_n \to 0$ and $nh_n \to \infty$ as $n \to \infty$, then [26] and [27] prove the consistency of $\hat{\lambda}_{p,n}$ as $n \to \infty$. More detail on this estimator is provided in Section 2.2.5.

Rather than a two-sided CI for $\xi_p$, we can also develop an asymptotic upper one-sided $100(1 - \alpha)\%$ CI for $\xi_p$ as

$$\left[\hat{\xi}_{p,n} + z_{\alpha/2} \frac{\sqrt{p(1-p)\lambda_{p,n}}}{\sqrt{n}}\right]$$

(17)
Setting $\alpha = 0.05$ (so $z_\alpha = 1.645$), we then get that the upper endpoint of Eq. (17) is an asymptotically valid 95/95 value for SRS as $n \to \infty$ when $p = 0.95$.

### 2.2.2 Variance Reduction Techniques

The goal of VRTs is to produce an estimator with smaller (asymptotic) variance than the standard estimator using SRS. This will result in an asymptotically shorter confidence interval. For the case when applying VRTs, Chu and Nakayama [28] have developed methods for constructing asymptotically valid CIs for the $p$-quantile $\xi_p$. Let $\tilde{F}_n$ be an estimate of the CDF $F$, where $\tilde{F}_n$ is obtained by simulating using a VRT with sampling budget $n$. We will give examples in Sections 2.2.3 and 2.2.4 for specific VRTs. Then a VRT $p$-quantile estimator is $\tilde{\xi}_{p,n} = \tilde{F}_n^{-1}(p)$. The asymptotic validity of the method in [28] for constructing a CI for $\xi_p$ based on $\tilde{\xi}_{p,n}$ relies on showing that the VRT quantile estimator satisfies a Bahadur representation analogous to the SRS version in Eqs. (8) and (9). Specifically, let $\tilde{\xi}_{p,n} = \tilde{F}_n^{-1}(p_n)$ be the VRT $p_n$-quantile estimator, with $p_n$ a perturbed value of $p$, and assume that $f(\xi_p) > 0$. Then Chu and Nakayama develop a set of general conditions [28] on the VRT CDF estimator $\tilde{F}_n$ to ensure that

$$\tilde{\xi}_{p,n} = \hat{\xi}_{p,n} + \frac{p - \tilde{F}_n(\xi_p)}{f(\xi_p)} + \sqrt{n}R_n$$

(18)

with

$$\sqrt{n}R_n \Rightarrow 0 \quad \text{as} \quad n \to \infty,$$

(19)

where $\hat{\xi}_{p,n}$ is as in Eq. (10) when $p_n = p + O(1/\sqrt{n})$. If $f$ is further assumed to be continuous in a neighborhood of $\xi_p$ and a condition in [28] is slightly strengthened, then Eqs. (18) and (19) hold with $\hat{\xi}_{p,n}$ defined in Eq. (11) for all $p_n \to p$ as $n \to \infty$. Chu and Nakayama [28] show that their set of general conditions hold for importance sampling, combined importance sampling and stratification, antithetic variates and control variates; Nakayama [3] establishes the same for a type of Latin hypercube sampling. We later discuss the cases of AV and LHS.

As in the case of SRS in Section 2.2.1, the Bahadur representation in Eqs. (18) and (19) implies that the VRT $p$-quantile estimator satisfies a CLT

$$\frac{\sqrt{n}}{\kappa_p} (\tilde{\xi}_{p,n} - \xi_p) \Rightarrow N(0,1) \quad \text{as} \quad n \to \infty,$$

(20)

where

$$\kappa_p = \psi_p \lambda_p,$$

(21)

$\psi_p^2$ is the asymptotic variance in the CLT

$$\sqrt{n}(p - \tilde{F}_n(\xi_p)) \Rightarrow N(0, \psi_p^2)$$

(22)
for the VRT CDF estimator $\hat{F}_n$ at $\xi_p$, and $\lambda_p$ is defined in Eq. (14). The value of $\psi_p$ depends on the particular VRT used and equals $\sqrt{p(1-p)}$ for SRS (compare Eqs. (13) and (20)). Our goal is to develop VRTs for which $\psi_p < \sqrt{p(1-p)}$, so that the asymptotic variance $\kappa_p^2 = [\psi_p \lambda_p]^2$ in the CLT in Eq. (20) for the VRT $\lambda$-quantile estimator is $\hat{\lambda}_{p,n}$ smaller than the asymptotic variance $[\sqrt{p(1-p)}\lambda_p]^2$ in the CLT in Eq. (13) for the SRS $\lambda$-quantile estimator $\hat{\lambda}_{p,n}$. It turns out that developing a consistent estimator $\hat{\psi}_{p,n}$ of $\psi_p$ is often straightforward; Section 2.2.5 presents such estimators for specific VRTs. The value of $\lambda_p$ is independent of the VRT applied, and we estimate it using a (central) finite difference

$$\hat{\lambda}_{p,n} = \frac{\hat{F}_n^{-1}(p + h_n) - \hat{F}_n^{-1}(p - h_n)}{2h_n},$$

(23)

where $h_n > 0$ is the bandwidth. Chu and Nakayama [28] prove that if their general set of conditions hold and $f(\xi_p) > 0$, then

$$\hat{\lambda}_{p,n} \Rightarrow \lambda_p \quad \text{as} \quad n \to \infty$$

(24)

for $h_n = c/\sqrt{n}$ for any constant $c > 0$. If we further assume $f$ is continuous in a neighborhood of $\xi_p$, then Eq. (24) is true for bandwidths satisfying

$$h_n \to 0 \quad \text{and} \quad \sqrt{nh_n} \to b \quad \text{for some} \quad b \in (0, \infty) \quad \text{as} \quad n \to \infty.$$  

(25)

For example, $h_n = cn^{-v}$ satisfies Eq. (25) for constants $c > 0$ and $0 < v \leq 1/2$. Thus, an asymptotically valid two-sided $100(1 - \alpha)%$ CI for $\xi_p$ when applying a VRT is

$$\left[\hat{\xi}_{p,n} \pm z_{\alpha/2} \frac{\hat{\psi}_{p,n} \hat{\lambda}_{p,n}}{\sqrt{n}}\right].$$

(26)

Also, an asymptotically valid upper one-sided $100(1 - \alpha)%$ CI for $\xi_p$ is

$$\left(-\infty, \hat{\xi}_{p,n} + \frac{z_{\alpha} \hat{\psi}_{p,n} \hat{\lambda}_{p,n}}{\sqrt{n}}\right].$$

(27)

whose upper endpoint is an asymptotically valid 95/95 value when applying the VRT with $\alpha = 0.05$ and $p = 0.95$.

2.2.3 Antithetic Variates

Instead of generating independent outputs as in SRS, the method of antithetic variates (AV) generates outputs in negatively correlated pairs, which can reduce variance; (see Section V.3 of [25] for an overview of AV). We call $(Y, Y')$ an AV pair if $Y$ and $Y'$ each have marginal distribution $F$ and are negatively correlated. One way to simulate such a pair is to generate d i.i.d. uniform$[0,1]$ random variables $U_1, U_2, ..., U_d$, and then set $Y = g(U_1, U_2, ..., U_d)$ and $Y' = g(1 - U_1, 1 - U_2, ..., 1 - U_d)$, where $g$ is from Eq. (5). Clearly, $Y$ has CDF $F$ by Eq. (5), but $Y'$ also does since each $1 - U_i$ is also uniform$[0,1]$. If $g$ is monotonic in each argument $U_i$, then $Y$ and $Y'$ are guaranteed to be negatively correlated [29], which will ensure a variance reduction, as we shall see shortly. AV can still result in a variance reduction when $g$ is not monotonic in each argument, but it may be difficult to prove.
To estimate \( \xi_p \) using AV, generate \( n/2 \) AV pairs \((Y_i, Y'_i)\), \( i = 1, 2, ..., n/2 \), where \( n \) is even. We accomplish this by generating i.i.d. uniforms as in Eq. (6) but with \( n/2 \) rows rather than \( n \). Then set \( Y_i = g(U_{i1}, U_{i2}, ..., U_{id}) \) and \( Y'_i = g(1 - U_{i1}, 1 - U_{i2}, ..., 1 - U_{id}) \). We then compute the AV estimator \( \widetilde{F}_n \) of the CDF \( F \) as

\[
\widetilde{F}_n(y) = \frac{1}{n/2} \sum_{i=1}^{n/2} \frac{1}{2} [I(Y_i \leq y) + I(Y'_i \leq y)],
\]

and the resulting AV estimator of \( \xi_p \) is \( \tilde{\xi}_{p, n} = \widetilde{F}_n^{-1}(p) \).

We now show that for each \( y \), \( \widetilde{F}_n(y) \) has no greater variance than the SRS estimator \( \hat{F}_n(y) \) in Eq. (2). Note that since the \( n/2 \) AV pairs are i.i.d.,

\[
\text{Var}[\widetilde{F}_n(y)] = \left( \frac{1}{n/2} \right)^2 \sum_{i=1}^{n/2} \frac{1}{4} \text{Var}[I(Y_i \leq y) + I(Y'_i \leq y)]
\]

\[
= \left( \frac{1}{n/2} \right)^2 \frac{1}{4} \left[ \text{Var}[I(Y \leq y)] + \text{Var}[I(Y' \leq y)] + 2\text{Cov}[I(Y \leq y), I(Y' \leq y)] \right]
\]

\[
= \left( \frac{1}{n/2} \right)^2 \frac{1}{2} \left( F(y)(1 - F(y)) + \text{Cov}[I(Y \leq y), I(Y' \leq y)] \right)
\]

\[
\leq \frac{F(y)(1 - F(y))}{n} \overset{\text{29}}{=} \text{Var}[\hat{F}_n(y)],
\]

since the negative correlation of \( Y \) and \( Y' \) implies the same for \( I(Y \leq y) \) and \( I(Y' \leq y) \) because \( q(x) = I(x \leq y) \) is monotonic in \( x \) [29]. Thus, AV can reduce the variance of the estimator of \( F(y) \) compared to SRS, which leads to the AV p-quantile estimator \( \tilde{\xi}_{p, n} \) having smaller variance.

Avramidis and Wilson [30] develop this AV estimator of \( \xi_p \), which they prove satisfies the CLT in Eq. (20), but they do not consider the estimation of the asymptotic variance \( \kappa_p^2 \) in the CLT in Eq. (20) to construct a CI for \( \xi_p \). To address this issue, Chu and Nakayama [28] prove that the AV CDF estimator \( \widetilde{F}_n \) satisfies their general set of conditions. Thus, if \( f(\xi_p) > 0 \), then the AV quantile estimator satisfies the Bahadur representation in Eqs. (18) and (19) with \( \xi_{p, n} \) in Eq. (10) for \( p_n = p + 0(1/\sqrt{n}) \). Moreover, Eqs. (18) and (19) hold with \( \xi_{p, n} \) in Eq. (11) for any \( p_n \rightarrow p \) when \( f \) is also continuous in a neighborhood of \( \xi_p \). In either case, this implies the AV p-quantile estimator \( \xi_{p, n} \) satisfies the CLT in Eq. (20). To derive an expression for \( \psi_p^2 \) in Eq. (22) when applying AV, which is needed to determine \( \kappa_p \) in Eq. (21), note that by Eq. (28), \( \widetilde{F}_n(\xi_p) \) is the sample average of \( n/2 \) quantities \( Z_i = [I(Y_i \leq \xi_p) + I(Y'_i \leq \xi_p)]/2 \). Since the \( Z_i \), \( i = 1, 2, ..., n/2 \), are i.i.d. with finite variance, the CLT in Eq. (22) holds with \( \psi_p^2 = 2\text{Var}[Z_i] \), where the factor of 2 is a result of the n/2 AV pairs. Hence, it follows from Eq. (29) that

\[
\psi_p^2 = \text{Var}[I(Y \leq \xi_p)] + \text{Cov}[I(Y \leq \xi_p), I(Y' \leq \xi_p)]
\]

\[
= p(1 - p) + E[I(Y \leq \xi_p)I(Y' \leq \xi_p)] - E[I(Y \leq \xi_p)] E[I(Y' \leq \xi_p)]
\]

\[
= p(1 - 2p) + E[Y \leq \xi_p, Y' \leq \xi_p]
\]

since \( E[I(Y \leq \xi_p)] = E[I(Y' \leq \xi_p)] = p \). Chu and Nakayama [28] show that

\[
\tilde{\psi}_{p, n}^2 = p(1 - 2p) + \frac{1}{n/2} \sum_{i=1}^{n/2} I(Y_i \leq \xi_{p, n}, Y'_i \leq \xi_{p, n})
\]
consistently estimates $\psi_p^2$, so $\bar{\psi}_{p,n} \Rightarrow \psi_p$ as $n \to \infty$. Substituting Eqs. (31) into (26) and (27) then results in asymptotically valid two-sided and one-sided 100(1 − α)% CIs for $\xi_p$ when applying AV.

Computing the AV quantile estimator and constructing the corresponding CI require inverting the AV CDF estimator in Eq. (28), which can be accomplished as follows. Define $A_{2i−1} = Y_i$ and $A_{2i} = Y_i′$ for $i = 1, 2, ..., n/2$. Let $A_1, A_2, \ldots, A_n$ be the order statistics of the $A_i$, $j = 1, 2, ..., n$. Then for any $0 < q < 1$, we can compute $\hat{F}_n^{-1}(q) = A_{[nq]}$.

2.2.4 Latin Hypercube Sampling

Originally developed by [31] and further analyzed by [19], LHS has been frequently applied in nuclear engineering (see [32]), although not presently for the calculation of 95/95 values in uncertainty analyses of LOCA. LHS can be thought of as an extension of stratified sampling (Chapter 5 of [33]) in multiple dimensions, and it induces correlations among the outputs, which can reduce variance. Avramidis and Wilson [30] develop LHS quantile estimators, but they do not develop CIs based on the estimators. Nakayama [3] shows how the general framework of [28] applies to a type of replicated LHS (rLHS)\(^2\), which is called combined multiple-LHS in [1], thus allowing the construction of an asymptotically valid CI for a quantile when using rLHS.

Rather than generating a single LHS sample of size $n$, the basic idea of rLHS in [3] is to generate the $n = mt$ samples as $m$ independent LHS samples, each of size $t$. For each independent LHS sample $k = 1, 2, ..., m$, let $U_{ij}^{(k)}$, for $1 \leq i \leq t$ and $1 \leq j \leq d$, be $td$ i.i.d. uniform[0,1] random variables, which we arrange as a $t \times d$ array

$$
\begin{array}{ccc}
U_{1,1}^{(k)} & U_{1,2}^{(k)} & \cdots & U_{1,d}^{(k)} \\
U_{2,1}^{(k)} & U_{2,2}^{(k)} & \cdots & U_{2,d}^{(k)} \\
\vdots & \vdots & \ddots & \vdots \\
U_{t,1}^{(k)} & U_{t,2}^{(k)} & \cdots & U_{t,d}^{(k)}
\end{array}
$$

Then let $\pi_{ij}^{(k)} = (\pi_{ij}^{(k)}(i); i = 1, 2, ..., t)$ for $1 \leq j \leq d$ and $1 \leq k \leq m$ be $dm$ independent permutations of $(1, 2, ..., t)$, which are also independent of the $U_{ij}^{(k)}$. Thus, $\pi_{ij}^{(k)}(i)$ is the value to which $i$ is mapped in the permutation $\pi_{ij}^{(k)}$. Then define

$$
\hat{y}_{ij}^{(k)} = \frac{\pi_{ij}^{(k)}(i) - 1 + U_{ij}^{(k)}}{t} \quad \text{for } 1 \leq i \leq t \text{ and } 1 \leq j \leq d.
$$

For each $1 \leq k \leq m$, arrange the $\hat{y}_{ij}^{(k)}$ into a $t \times d$ array

$$
\begin{array}{ccc}
\hat{y}_{1,1}^{(k)} & \hat{y}_{1,2}^{(k)} & \cdots & \hat{y}_{1,d}^{(k)} \\
\hat{y}_{2,1}^{(k)} & \hat{y}_{2,2}^{(k)} & \cdots & \hat{y}_{2,d}^{(k)} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{y}_{t,1}^{(k)} & \hat{y}_{t,2}^{(k)} & \cdots & \hat{y}_{t,d}^{(k)}
\end{array}
$$

It is straightforward to show that each $\hat{y}_{ij}^{(k)}$ has a uniform[0,1] distribution. Moreover, by the

\(^2\) Replicated LHS was first introduced by [43].
The independence of the permutations $\pi_1^{(k)}, \pi_2^{(k)}, \ldots, \pi_d^{(k)}$, the columns of Eq. (32) are independent. Thus, defining

$$
Y_1^{(k)} = g(V_{1,1}^{(k)}, V_{1,2}^{(k)}, \ldots, V_{1,d}^{(k)}), \\
Y_2^{(k)} = g(V_{2,1}^{(k)}, V_{2,2}^{(k)}, \ldots, V_{2,d}^{(k)}), \\
\vdots \\
Y_t^{(k)} = g(V_{t,1}^{(k)}, V_{t,2}^{(k)}, \ldots, V_{t,d}^{(k)}),
$$

(33)

we have that each $Y_i^{(k)}$ has CDF $F$ by Eq. (5) because $V_{i,1}^{(k)}, V_{i,2}^{(k)}, \ldots, V_{i,d}^{(k)}$ are i.i.d. uniform[0,1]. But the rows in Eq. (32) are dependent because all of the entries in column $j$ depend on the same permutation $\pi_j^{(k)}$, so $Y_1^{(k)}, Y_2^{(k)}, \ldots, Y_t^{(k)}$ are dependent. We call $Y_1^{(k)}, Y_2^{(k)}, \ldots, Y_t^{(k)}$ an LHS case of run size $t$. Now independently replicating this for $k = 1, 2, \ldots, m$, leads to

$$
\begin{bmatrix}
Y_1^{(1)} & Y_1^{(2)} & \ldots & Y_1^{(m)} \\
Y_2^{(1)} & Y_2^{(2)} & \ldots & Y_2^{(m)} \\
\vdots & \vdots & \ddots & \vdots \\
Y_t^{(1)} & Y_t^{(2)} & \ldots & Y_t^{(m)}
\end{bmatrix}
$$

(34)

where each column in Eq. (34) corresponds to one LHS case of run size $t$, as in Eq. (33). The columns in Eq. (34) are independent since the $m$ LHS cases are generated independently, but the entries within a column are dependent since they are generated using LHS. We call the $n = mt$ values in Eq. (34) an rLHS sample with $m$ cases, each with run size $t$.

The rLHS estimator of the CDF $F$ is then

$$
\hat{F}_{m,t}(y) = \frac{1}{mt} \sum_{k=1}^{m} \sum_{i=1}^{t} I(Y_i^{(k)} \leq y),
$$

(35)

and the rLHS $p$-quantile estimator is $\hat{\xi}_{p,m,t} = \hat{F}_{m,t}^{-1}(p)$. Nakayama [3] proves that if $f(\xi_p) > 0$, then the following Bahadur representation holds:

$$
\hat{\xi}_{p,m,t} = \xi_p + \frac{p - \hat{F}_{m,t}(\xi_p)}{f(\xi_p)} + R_{m,t} \quad \text{with} \quad \sqrt{m}R_{m,t} \rightarrow 0 \quad \text{as} \quad m \rightarrow \infty \quad \text{with} \quad t \quad \text{fixed},
$$

(36)

where $\hat{\xi}_p = \xi_p + (p_m - p)/f(\xi_p)$ when $p_m = p + O(1/\sqrt{m})$. If in addition $f$ is continuous in a neighborhood of $\xi_p$, then Eq. (36) holds with $\hat{\xi}_{p,m} = F^{-1}(p_m)$ for all $p_m \rightarrow p$ as $m \rightarrow \infty$. (These results are established in [3] by proving that the general set of conditions from [28] hold for rLHS.) It then follows that $\hat{\xi}_{p,m,t}$ satisfies the CLT

$$
\sqrt{m} \left(\hat{\xi}_{p,m,t} - \xi_p\right) \Rightarrow N(0,1) \quad \text{as} \quad m \rightarrow \infty \quad \text{with} \quad t \quad \text{fixed},
$$

(37)

where $\kappa_{p,t}$ has the form of $\kappa_p$ in Eq. (21). To construct a CI for $\xi_p$ based on Eq. (37), we need to
develop an estimator for $\kappa_{p,t} = \psi_{p,t} \lambda_p$, where $\psi_{p,t}^2$ is the asymptotic variance in the CLT $\sqrt{m} \left( p - \hat{F}_{m,t}(\xi_p) \right) \rightarrow N(0, \psi_{p,t}^2)$ as $m \to \infty$ with $t$ fixed.

As before, the Bahadur representation in Eq. (36) allows us to develop a consistent estimator for $\lambda_p$. If $f(\xi_p) > 0$, then

$$\lambda_{p,m,t} = \frac{\hat{F}_{m,t}^{-1}(p + h_m) - \hat{F}_{m,t}^{-1}(p - h_m)}{2h_m}$$

(38)

satisfies $\lambda_{p,m,t} \to \lambda_p$ as $m \to \infty$ with $t$ fixed when $h_m = c/\sqrt{m}$ for any constant $c > 0$. If $f$ is also continuous in a neighborhood of $\xi_p$, then $\lambda_{p,m,t} \to \lambda_p$ as $m \to \infty$ for fixed $t$ for any $h_m \neq 0$ satisfying $h_m \to 0$ and $\sqrt{m}h_m \to b$ for some $b \in (0, \infty)$ as $m \to \infty$.

To derive an expression for $\psi_{p,t}^2$, note that $\hat{F}_{m,t}(y) = \frac{1}{m} \sum_{k=1}^{m} W^{(k)}(y)$, where

$$W^{(k)}(y) = \frac{1}{t} \sum_{i=1}^{t} 1(\xi_i^{(k)} \leq y).$$

Now $W^{(1)}(\xi_p), W^{(2)}(\xi_p), ..., W^{(m)}(\xi_p)$ are i.i.d. with finite variance since $0 \leq W^{(k)}(\xi_p) \leq 1$. Thus, $\hat{F}_{m,t}(\xi_p)$ satisfies the CLT in Eq. (22) with

$$\psi_{p,t}^2 = \text{Var}[W^{(k)}(\xi_p)].$$

Nakayama [3] develops

$$\tilde{\psi}_{p,m,t} = \frac{1}{m - 1} \sum_{k=1}^{m} \left[ W^{(k)}(\xi_{p,m,t}) - \tilde{W}_m \right]^2$$

as a consistent estimator (as $m \to \infty$ with $t$ fixed) of $\psi_{p,t}^2$, where

$$\tilde{W}_m = \frac{1}{m} \sum_{k=1}^{m} W^{(k)}(\xi_{p,m,t}).$$

Substituting $\tilde{\xi}_{p,m,t}, \tilde{\lambda}_{p,m,t},$ and $\tilde{\psi}_{p,m,t}$ for $\xi_{p,n}, \lambda_{p,n},$ and $\psi_{p,n},$ respectively, in Eqs. (26) and (27) then results in asymptotically valid two-sided and one-sided 100(1 - $\alpha$)% CIs for $\xi_p$ when applying rLHS.

Constructing the CIs requires inverting the rLHS CDF estimator in Eq. (35), which we can do as follows. Define $B_{(k-1)m+i} = \xi_i^{(k)}$ for $i = 1, 2, ..., t$, and $k = 1, 2, ..., m$. Let $B_{(1)} \leq B_{(2)} \leq \cdots \leq B_{(mt)}$ be the order statistics of the $B_i$, $j = 1, 2, ..., m$. Then for any $0 < q < 1$, we can compute $\hat{F}_{m,t}^{-1}(q) = B_{(mtq)}$.

Using rLHS with $m$ cases of size $t$ leads to some loss of statistical efficiency compared to a single LHS with $n = mt$ samples; however, [19] notes the degradation when estimating a mean is small if $t/d$ is large. Also, there is a tradeoff between the amount of variance reduction from rLHS and the rate of the convergence of the confidence interval’s coverage, where coverage is the likelihood that the true value of the parameter being estimated lies within the bounds of the confidence interval, and should approach 100(1 - $\alpha$)% as $m$ grows larger (this definition of coverage is different than what has been used in past works by Nutt and Wallis [14]). If an analyst takes many cases of a small run size, meaning large $m$ but small $t$, then the asymptotics will converge more quickly, since the large $m$ will help satisfy the CLT in Eq. (37). But the small run sizes will not reduce the quantile estimator’s variance by
as much as large run sizes would. As the run size \( t \) increases, the quantile estimator will have lower variance, but to remain at the same number \( n \) of total runs, the number \( m \) of cases must be reduced, and the coverage can suffer.

### 2.2.5 Finite-Difference Estimator and Bandwidth Selection

Sections 2.2.1-2.2.4 considered central finite-difference (CFD) estimators Eqs. (16), (24) and (38) to estimate the derivative \( \lambda_p \) in Eq. (14). Implementing these estimators in practice requires the user to specify the bandwidth \( h_n \) (or \( h_m \)), and the particular choice for \( h_n \) can have a large impact on the quality of the sparsity estimators. Previous work with asymptotic SRS provides some guidance on the choice for \( h_n \). For example, [26] and [27] show that under certain conditions, taking \( h_n = c_1 n^{-1/5} \) for some constant \( c_1 \) asymptotically minimizes the mean-square error of the CFD estimator of \( \lambda_p \). Also, the coverage error of CIs can be asymptotically minimized by taking \( h_n = c_2 n^{-1/3} \) for some constant \( c_2 \); see [34]. The values of \( c_1 \) and \( c_2 \) depend on the CDF \( F \) and \( p \), and these papers provide data-based methods for estimating \( c_1 \) and \( c_2 \).

The CFD estimators in Eqs. (16), (24), and (38) are each symmetric in the sense that the inverse of the estimated CDF is evaluated at perturbed values that are symmetric about \( p \). However, the symmetric CFD estimator often overestimates \( \lambda_p \) when \( p \approx 1 \), as when we estimate the 0.95-quantile. To see why, suppose that the CDF \( F(y) \) has a density \( f(y) \) that is differentiable and strictly decreasing for all \( y \) sufficiently large. (This is true for many common distributions, including the normal, lognormal, gamma and Weibull.) Thus, the density’s derivative \( f'(y) < 0 \) for all sufficiently large \( y \). Then defining \( Q(p) = F^{-1}(p) \) as the quantile function, we see that its first derivative \( Q'(p) = \lambda_p = 1/f(\xi_p) > 0 \) and its second derivative \( Q''(p) = -f'(\xi_p)/f^3(\xi_p) > 0 \) for \( p \approx 1 \). Hence, as shown in Fig. 2, \( Q(p) \) is increasing and convex for \( p \approx 1 \). This leads to the symmetric CFD typically overestimating \( \lambda_p \) because \( Q(p) \), whose derivative \( Q'(p) = \lambda_p \) we are trying to estimate with the finite difference, has slope that is increasing as \( p \) increases. Similarly, the backward finite-difference (BFD) estimator \( \left[ \hat{F}_n^{-1}(p) - \hat{F}_n^{-1}(p - h_n) \right]/h_n \) will often underestimate \( \lambda_p \), as shown in Fig. 3.
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This suggests that we may more accurately estimate \( \lambda_p \) by using an asymmetric CFD estimator 
\[
\left[ \tilde{F}_n^{-1}(p + h_n) - \tilde{F}_n^{-1}(p - h'_n) \right] / (h_n + h'_n),
\]
where \( h'_n \neq h_n \). From Fig. 2, we see that choosing \( h'_n > h_n > 0 \) may be beneficial because the slope of \( Q(p) \) increases as \( p \) grows. While we have carried out some experiments testing such an estimator, the results are not presented here in favor of more generic methods. (Other estimators of \( \lambda_p \) are also possible; for example, Falk [35] develops a kernel estimator of \( \lambda_p \) for SRS, and Nakayama [36] considers another type of kernel estimator when using importance sampling.)

The Appendix includes results when \( \lambda_p \) is estimated using a symmetric CFD and also when we use an “exact” value for \( \lambda_p \), which was determined using a large-run SRS trial. This allows us to measure the effect on the CIs of having to estimate \( \lambda_p \).

3. Experiments

References [3] and [28] run experiments on a small stochastic activity network (SAN) to study the behavior of the CIs in Eq. (26). However, since the present work focuses on the use of these methods in nuclear safety analysis, we devised experiments that would more closely mimic common safety-analysis situations. This included starting with a simple nonlinear equation, moving to a response-surface surrogate for the thermal-hydraulic computer code RELAP5, and using a large severe-accident analysis computer code to analyze a beyond-design-basis accident. The results presented here will focus on the comparison between SRS-OS and rLHS, since rLHS generally offers greater reduction in variance than AV, but the results when using AV and asymptotic SRS are also presented.

3.1. Nonlinear Equation

The first test conducted used an equation found in previous literature on sampling schemes [37]. This equation is simply a statistical test; it has no physical meaning. It is used due to its complexity and since it is difficult to model accurately with a second-order response surface. This equation was chosen as a first step to see how the proposed methods would perform with a nonlinear equation, since many such equations are found in large severe-accident computer codes. The equation is defined as

\[
Y = 5 + (2 + 9X_1)^{0.7} \ln(2 + 2X_3 + X_3^2) + (1 + 2X_3)^{1.2}e^{X_4^2} + X_4^2
\]  

(39)

where the uncertain independent input parameters \( 0 \leq X_1, X_2, X_3, X_4 \leq 2 \) (the equation was designed in [37] for input values between 0 and 2), and \( Y \) is considered the output of interest, which would be compared to a prescribed safety limit. The following two experiments will use different distributions for \( X_1, X_2, X_3, X_4 \).
3.1.1. Normal Inputs

For this test, we assumed the four inputs to be independent truncated normal random variables with mean 1.0 and standard deviation 0.2. We chose these distribution parameters in order for 99.999% of the non-truncated normal distribution to fall between 0 and 2. First, we conducted a SRS experiment with $10^8$ runs in order to estimate the correct 0.95-quantile of the system. The 0.95-quantile was chosen to see how these methods would perform when trying to satisfy the 95/95 criterion. The result was an estimated 0.95-quantile of 40.6457, which we considered as the “correct” 0.95-quantile.

We found this quantile in order to determine the distance between the calculated 95/95 values and the “correct” quantile. This distance would be considered a measurement of the accuracy of the 95/95 values. It is important to point out that poor accuracy, as defined here, does not mean that the 95/95 values are not valid, but that a 95/95 value that falls at a much higher value than the correct 0.95-quantile is not desired and could potentially lead to Type-II errors, or incorrect safety-analysis decisions. Fig. 4 shows a histogram of the outputs $Y$ for a $10^5$-run SRS trial, which is shown simply to give the reader an idea of the range of possible outputs. Most of the mass of the distribution is concentrated at lower levels, but there is a long tail to the right, so the $p$-quantile for $p > 0.95$ is considerably larger than the 0.95-quantile. As mentioned in Section 2.1, the resulting 95/95 value of an analysis conducted using SRS-OS is more likely to be near a higher quantile value when $r$ is small. Thus, it is likely that the 95/95 value found using SRS-OS will fall at a significantly higher value than the 0.95-quantile.

Each method to calculate a 95/95 value was repeated for $10^4$ trials. Here, a trial is a complete experiment that would be undertaken during a safety analysis. For example, one SRS-OS trial may consist of 59 computer code runs to obtain a single 95/95 value as the largest of the 59 outputs. For each method, $10^4$ trials were conducted so that the spread of possible 95/95 values could be found. This gives information about the precision of each method. Once again, poor precision does not mean that the 95/95 values are invalid, but a technique that provides these values over a large range is undesirable, especially if decisions are to be made about the system based on the results.

Each method was tested at several different total run levels. These run levels are based off the results for $n$ in Eq. (4) for SRS-OS. They start with the lowest possible run level using SRS-OS ($r = 1$), and increase from there. For rLHS, several representative values were chosen for the run size $t$ for which $mt \approx n$. This gives information about the tradeoff between the sizes of $m$ and $t$, as noted at the end of Section 2.2.4.

The derivative $\lambda_p$, as described in Eq. (14) of Section 2.2.5, is estimated using a CFD estimator,

---

3 The 0.95-quantile found by the large SRS experiment is considered “correct,” as it is numerically correct based on the input assumptions. It is not considered “true” as there may be epistemic uncertainties that affect the shape or range of the input distributions, which are not examined here.
and determining the proper bandwidth $h_m$ is not trivial. Small changes in the bandwidth parameters $c$ and $v$ in $h_m = c(m)^{-v}$ can greatly impact the calculation of the CI, especially when $n = mt$ is small. Also, while there has been some guidance provided on the selection of these parameters when using the CFD to establish asymptotic CIs during a SRS simulation, there is less direction when using VRTs since asymptotic CIs have only recently been mathematically proven. Nakayama [3] provides some insight into the selection of $v$ from limited experiments with a SAN example, which appeared to show $v = 1/2$ was efficient for estimating quantiles close to 1. For this experiment, a range of values for $v$ and $c$ were chosen in order to find the combination that presented the most accurate estimate of $\lambda_p$. For each of these combinations, the mean-square error (MSE) of the estimated value of $\lambda_p$ was found using $10^4$ trials. These results can be seen in Table 2, which show that the combination of $v = 1/3$ and $c = 0.15$ provided the smallest MSE over most run sizes. The MSE was calculated using a “correct” value for $\lambda_p$ that was found using a CFD and a large ($10^6$) SRS trial. The number $n$ of runs conducted was based on levels for SRS-OS, and it may not have been possible for AV (which needs an even number of runs) and rLHS (which used several different values for $t$ in this work) to achieve that exact number. Therefore, run values for AV and rLHS were chosen as close as possible to those needed by SRS-OS. For rLHS, this was done by dividing the number of runs necessary for SRS-OS by the number chosen for $t$, and then taking the closest whole number for the value for $m$. For example, if 59 SRS-OS runs were conducted, then for the rLHS method with $t = 10$, $59/10 = 5.9$, so $m = 6$ is chosen, resulting in 60 total runs. Once again, representative values were chosen for $t$, but these are not the only options. Certain run levels were not conducted for some sizes of $t$, since the value for $m$ would have been equal to two, and too low to properly satisfy the CLT. That is why there are several “X” cells on the table at low run levels.

Table 2
MSE error results

<table>
<thead>
<tr>
<th>$v$</th>
<th>$c$</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.15</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>59</td>
<td>X</td>
<td>X</td>
<td>10%</td>
<td>8%</td>
<td>13%</td>
<td>11%</td>
</tr>
<tr>
<td>93</td>
<td>X</td>
<td>15%</td>
<td>15%</td>
<td>17%</td>
<td>15%</td>
<td>17%</td>
</tr>
<tr>
<td>124</td>
<td>15%</td>
<td>17%</td>
<td>17%</td>
<td>15%</td>
<td>15%</td>
<td>17%</td>
</tr>
<tr>
<td>311</td>
<td>36%</td>
<td>37%</td>
<td>36%</td>
<td>33%</td>
<td>32%</td>
<td>30%</td>
</tr>
<tr>
<td>548</td>
<td>27%</td>
<td>24%</td>
<td>28%</td>
<td>26%</td>
<td>24%</td>
<td>24%</td>
</tr>
<tr>
<td>1008</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>2004</td>
<td>16%</td>
<td>15%</td>
<td>14%</td>
<td>13%</td>
<td>12%</td>
<td>14%</td>
</tr>
<tr>
<td>4000</td>
<td>13%</td>
<td>12%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v$</th>
<th>$c$</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.15</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>59</td>
<td>X</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>93</td>
<td>X</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>124</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>311</td>
<td>36%</td>
<td>37%</td>
<td>36%</td>
<td>33%</td>
<td>32%</td>
<td>30%</td>
</tr>
<tr>
<td>548</td>
<td>27%</td>
<td>24%</td>
<td>28%</td>
<td>26%</td>
<td>24%</td>
<td>24%</td>
</tr>
<tr>
<td>1008</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>2004</td>
<td>16%</td>
<td>15%</td>
<td>14%</td>
<td>13%</td>
<td>12%</td>
<td>14%</td>
</tr>
<tr>
<td>4000</td>
<td>13%</td>
<td>12%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
</tr>
</tbody>
</table>

$^a$ Blank cells indicate that the combination of $v$ and $c$ would return a value above the 1.00-quantile, and “X” represents a combination of $m$ and $t$ that would result in $m = 2$, which is not desired.

These results are important because at low run levels, small changes in the selected value for $c$ can cause completely different qualitative results. This is due to the coarseness of the estimated CDF, since it is constructed with relatively small sample size. So a small change in the value of $c$ can mean the values selected from the inverse CDF for the CFD estimator could differ by a wide margin. As the number of runs grows large (> 500), the selection of $c$ has less impact (although not trivial) since the estimated CDF is more accurate. The optimal choices for $c$ and $v$ depend on the particular system being tested, the goal is to try to determine values which work well for many systems, and that are
not problem-specific. Therefore, the values of \( v = 1/3 \) and \( c = 0.15 \) were used for all of the following experiments. For each experiment, a detailed look at particular run levels is presented first, followed by the complete numerical results.

As stated, the first run-level conducted was based on the lowest value for which a 95/95 value could be found using SRS-OS. Figure 5 shows a comparison of the histograms of the \( 10^4 \) 95/95 values for SRS-OS at 59 runs and rLHS at 60 runs (\( m = 6, t = 10 \)). The numerical results are in Table 3. It is important to note that these are not histograms of the output \( Y \) of the system, but rather for the 95/95 values for \( 10^4 \) complete trials. This means that 59 SRS-OS runs were conducted for each trial, and each trial resulted in one 95/95 value. As the results in Table 3 show, the rLHS method was not only more accurate, with a mean of 50.13 compared to a mean of 57.79 using SRS-OS, but also more precise, with about half the standard deviation. Both methods had \( \sim 5\% \) of trials fall below the “correct” quantile\(^4\) (called \% Below “correct” in Table 3), which is to be expected with a 95% confidence level. These results mean there is less chance that rLHS will cause Type-II testing errors, since rLHS overestimates the correct quantile by a smaller margin in the remaining 95% of trials.
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**Table 3**

<table>
<thead>
<tr>
<th></th>
<th>6x10 rLHS</th>
<th>59 SRS-OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of (10^4) 95/95 values</td>
<td>50.13</td>
<td>57.79</td>
</tr>
<tr>
<td>S.D. of (10^4) 95/95 values</td>
<td>8.52</td>
<td>16.52</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>5.53%</td>
<td>5.10%</td>
</tr>
</tbody>
</table>

Fig. 6 and Table 4 show the same results, but now for 124-run SRS-OS trials and 120-run rLHS trials (\( m = 12, t = 10 \)). The scale of the horizontal axis in Fig. 6 is kept the same as in Fig. 5 to show the reduction in variance that naturally occurs with increased run size. The trend of rLHS being both more accurate and more precise continues at this higher run level, with rLHS having a mean value closer to the correct quantile and a smaller standard deviation than SRS-OS.

---

\(^4\) The “correct” 0.95-quantile is 40.6457, as found in Fig. 4.
Before viewing the complete numerical results, there are several important points to note. First, the run levels on based on those needed for SRS-OS, as explained above. Second, five metrics are provided for the numerical results of the asymptotic SRS, AV, and rLHS methods, which are computed from the $10^4$ trials. These include:

1. The mean of the 95/95 values over all trials
2. The standard deviation of the 95/95 values over all trials
3. The percentage of trials that fell below the “correct” quantile (this is expected to be ~5%)
4. The coverage, or the percent of trials where the “correct” quantile falls within the constructed 90% two-sided confidence interval for $\xi_p$ (this confidence interval is defined in Eq. (15) for SRS, and Eq. (26) for AV and rLHS). Ideally, its value is ~90%.
5. The average value for the derivative estimator $\hat{\lambda}_p$ or $\bar{\lambda}_{pm}$ over all trials

For SRS-OS, only the first three values are given since no derivative estimation is necessary (as shown in Section 2.1), and only a one-sided CI was computed (although two-sided CIs are also possible). Lastly, all tables include a comparison between asymptotic SRS, AV, and rLHS using a central finite-difference estimator for the derivative $\lambda_p$ and an exact value for $\lambda_p$. This is presented in order to measure the effect of having to estimate the derivative $\lambda_p$.

The complete results for the experiment for calculating 95/95 values with the nonlinear equation using truncated normal inputs, can be found in Table 5.

Table 5
Comparison of 95/95 values for $10^4$ trials, non-linear equation with truncated normal inputs (“correct” 0.95-quantile = 40.6457)

<table>
<thead>
<tr>
<th>n</th>
<th>SRS-OS</th>
<th>SRS</th>
<th>AV</th>
<th>rLHS</th>
<th>Exact $\lambda_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>t=10</td>
<td>t=20</td>
</tr>
<tr>
<td>57.79</td>
<td>34.11</td>
<td>51.38</td>
<td>50.13</td>
<td>48.62</td>
<td>49.80</td>
</tr>
<tr>
<td>16.52</td>
<td>11.57</td>
<td>16.15</td>
<td>8.52</td>
<td>7.66</td>
<td>5.33</td>
</tr>
<tr>
<td>5.10</td>
<td>5.39</td>
<td>7.84</td>
<td>5.53</td>
<td>5.29</td>
<td>9.95</td>
</tr>
<tr>
<td>89.81</td>
<td>90.90</td>
<td>93.46</td>
<td>93.64</td>
<td>85.69</td>
<td>93.13</td>
</tr>
<tr>
<td>253.50</td>
<td>259.52</td>
<td>267.12</td>
<td>278.67</td>
<td>156.60</td>
<td>156.60</td>
</tr>
<tr>
<td>50.96</td>
<td>49.05</td>
<td>49.97</td>
<td>47.46</td>
<td>45.48</td>
<td>45.98</td>
</tr>
<tr>
<td>8.45</td>
<td>6.69</td>
<td>7.10</td>
<td>5.14</td>
<td>4.16</td>
<td>4.01</td>
</tr>
<tr>
<td>5.48</td>
<td>4.98</td>
<td>4.36</td>
<td>8.14</td>
<td>4.76</td>
<td>2.07</td>
</tr>
</tbody>
</table>
As the table shows, SRS-OS and asymptotic SRS approach approximately the same results as the number of runs grows large. This is to be expected, as the two methods are asymptotically equivalent. When applied with the exact value for $\lambda_p$ at the lowest run level ($n = 59$), asymptotic SRS has fairly poor coverage. This may seem odd since the CI to increase in size, the central finite difference overestimates $\lambda_p$ (see Section 2.2.5 and Figure 2); this causes the CI to increase in size, compensating for the effects of the poor quantile estimation.

The complete table of results also shows the tradeoff between run size $t$ and number $m$ of cases when using rLHS. The more cases (i.e., large $m$, which corresponds to small $t$), the quicker the result approaches the proper coverage, since it is $m$ that grows large in the asymptotics for the CLT. However, the larger the run size $t$, the more variance reduction will be seen when compared to SRS. As the table shows, the results when $t = 10$ tend to converge the fastest, but the accuracy and precision of the result improves when using $t = 20$ and $t = 30$. Lastly, AV does appear to show a very slight variance reduction at large $n$ when compared to SRS and SRS-OS, but not to the extent of rLHS.

3.1.2. Non-normal Distributions

Next, the experiment with Eq. (39) was repeated, but the truncated-normally distributed inputs were replaced with a variety of distributions

$$
X_1 = \text{exponential}(0.1639) \\
X_2 = \text{N}(1.0, 0.22639^2) \\
X_3 = \text{lognormal}(-0.5,0.3068) \\
X_4 = \text{uniform}(0,2)
$$

(40)

This was done to remove any possible influence from the use of normal distributions. Once again, the exponential and normal distributions were truncated at 0 and 2, and the parameters were chosen so that 99.999% of the non-truncated distributions fall within that interval. Since the lognormal distribution does not extend below 0, 99.995% of the non-truncated distribution falls below 2, and 100% of the uniform distribution is between those bounds. As before, a $10^5$-run SRS experiment was conducted to determine the “correct” quantile. Here, the 0.95-quantile was found to be 106.727. Fig. 7 shows the histogram of the outputs $Y$ from a $10^5$-run SRS trial. Once again, this is done to give the reader an idea of the output-distribution shape. Compared to the previous example (Fig. 4), this output has a fatter right tail, with values extending beyond $y$ values of 200. This results in the 0.95-quantile lying at a
much higher value than the median of the distribution. As in the example in Section 3.1.1, the expectation is that SRS-OS will result in a 95/95 value that will fall significantly higher than the 0.95-quantile, although the distributions were not purposely chosen for this overestimation to occur.

The same procedure as the previous example was followed, starting with a comparison between 10⁴ trials of 59 SRS-OS runs and 60 rLHS runs (m = 6, t = 10). Fig. 8 and Table 6 have these results. The trend continues with rLHS being more precise and accurate. However, at this level over 6% of rLHS trials fell below the “correct” quantile. This could again be a sign that the asymptotics have not converged yet for proper coverage, or that the values for c and v are not appropriate. Nevertheless, even though the rLHS has a greater percentage of 95/95 values falling below the “correct” quantile, these values still do not fall as low as values when using SRS-OS.

The complete numerical results are in Table 7. As the table shows, the rLHS method using t = 10 has >5% of results “below correct” at n = 59, but is closer to 5% at the next highest run level of n = 93. However, at the n = 124 level, over 7% of trials fall below the correct quantile even though the coverage is near 90%. A closer inspection shows that this is also the case for AV and asymptotic SRS, and by the next highest run level (n = 548), the percent below correct is back closer to 5%.

Table 6
Non-linear equation with non-normal inputs
Comparison of 95/95 values for 10⁴ trials of rLHS and SRS-OS (“correct” 0.95-quantile = 106.727)

<table>
<thead>
<tr>
<th></th>
<th>rLHS</th>
<th>SRS-OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of 10⁴ 95/95 values</td>
<td>133.74</td>
<td>153.12</td>
</tr>
<tr>
<td>S.D. of 10⁴ 95/95 values</td>
<td>19.97</td>
<td>31.63</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>6.74%</td>
<td>4.82%</td>
</tr>
</tbody>
</table>

Table 7
Comparison of 95/95 values for 10⁴ trials, non-linear equation with non-normal inputs (“correct” 0.95-quantile = 106.727)

<table>
<thead>
<tr>
<th></th>
<th>CFD for λ_p</th>
<th>Exact λ_p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The result of a $10^8$-run SRS experiment yielded a “correct” 0.95-quantile of 1683.65 °F. Fig. 9 shows the histogram of the output $Y$ from a $10^5$-run SRS trial. In this case, the upper tail decays very quickly, so the 0.95-quantile is relatively close to the mean.
For this example, only the complete list of results in Table 8 are given. As the table shows, for 59-run SRS-OS trials and 60-run rLHS trials (n = 6, t = 10), the rLHS method continues to show better performance than SRS-OS, but less so than in the previous examples. This is most likely a result of the output distribution shape. Unlike the previous examples, the tail of the output distribution decays fairly quickly at the higher quantiles, which means SRS-OS is less susceptible to greatly overestimating the 0.95-quantile. Also, the rLHS analysis has >6% of trials falling below the “correct” quantile versus the 5% expected. Once again, this could be related to convergence, or to the selection of bandwidth parameters. It may have been possible to select bandwidth parameters that resulted in exactly 5% of trials falling below the “correct” quantile, but again the challenge is finding bandwidth parameters that are applicable to a variety of systems and sample sizes.

Table 8
Comparison of 95/95 values for 10^5 trials, LOCA response surface (“correct” 0.95-quantile = 1683.63 °F)

<table>
<thead>
<tr>
<th>n</th>
<th>SRS-OS</th>
<th>SRS</th>
<th>AV</th>
<th>rLHS</th>
<th>Exact λp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>% Below</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Covg.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Avg. λp</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>1,711.62</td>
<td>1,706.48</td>
<td>1,706.84</td>
<td>1,706.21</td>
<td>1,701.25</td>
</tr>
<tr>
<td></td>
<td>17.90</td>
<td>16.37</td>
<td>16.43</td>
<td>14.36</td>
<td>15.01</td>
</tr>
<tr>
<td></td>
<td>4.69</td>
<td>7.32</td>
<td>7.23</td>
<td>7.02</td>
<td>9.55</td>
</tr>
<tr>
<td>548</td>
<td>7.10</td>
<td>7.12</td>
<td>6.98</td>
<td>6.09</td>
<td>6.01</td>
</tr>
<tr>
<td></td>
<td>98.90</td>
<td>6.05</td>
<td>5.54</td>
<td>6.68</td>
<td>7.07</td>
</tr>
<tr>
<td></td>
<td>89.90</td>
<td>89.63</td>
<td>89.39</td>
<td>88.68</td>
<td>89.74</td>
</tr>
<tr>
<td>1008</td>
<td>719.18</td>
<td>720.44</td>
<td>721.75</td>
<td>720.37</td>
<td>719.95</td>
</tr>
</tbody>
</table>

3.3. MELCOR Large Break LOCA

The next analysis was conducted to compare the methods using an actual nuclear power plant severe accident computer code. The code used for this analysis was MELCOR 2.1, developed by Sandia National Lab [5]. This code was chosen not only because it is used in real nuclear safety analyses, but also because it represents a “large and complex” model. Here, a large model is one
requiring significant amounts of human, computational, or other resources in its construction and operation [39]. Complex means the system is made up of a large number of parts that interact in a nontrivial way [40]. Morgan, Henrion, and Small [39] actually use NRC “general purpose regulatory model” computer codes as an example of a large and complex system [39]. The scenario chosen was based on a MELCOR demonstration problem presented in NUREG/CR-6119 [41]. It represents a large break LOCA at the now retired Zion Nuclear Power Plants (ZNPP) near Chicago.

Both units at ZNPP are Westinghouse four-loop pressurized water reactors (PWRs) with large, dry containments. The plant is nodelized into two loops. The first loop represents the single loop in the plant with the pressurizer, and the other loop represents a combination of the other three loops of the plant. More detailed information regarding the nodelization of the plant and core can be found in [41]. The scenario represents a double-ended guillotine rupture of the pressurizer loop at the reactor coolant pump inlet. Three Emergency Core Cooling Systems (ECCS) should activate: high pressure injection (HPI), which is provided by the charging pumps, intermediate pressure injection (IPI), which is provided by the safety injection pumps, and low pressure injection (LPI), which is provided by the residual-heat-removal pumps. However, in this scenario, their flowrates are considered uncertain, and the time of activation of LPI is delayed and uncertain. Table 9 contains a full list of uncertainties.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Distribution*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 HPI Flowrate</td>
<td>Beta(2,5)</td>
</tr>
<tr>
<td>2 IPI Flowrate</td>
<td>Beta(2,5)</td>
</tr>
<tr>
<td>3 LPI Flowrate</td>
<td>Beta(2,5)</td>
</tr>
<tr>
<td>4 LPI Activation Time</td>
<td>Uniform(300,1100)</td>
</tr>
<tr>
<td>5 Decay Heat Multiplier</td>
<td>Normal(0.0,2.57)</td>
</tr>
<tr>
<td>6 Accumulator Temperature</td>
<td>Uniform(3250,3350)</td>
</tr>
<tr>
<td>7 Accumulator Pressure</td>
<td>Uniform(0.0706,0.0716)</td>
</tr>
<tr>
<td>8 Accumulator Volume</td>
<td>Uniform(24.07,26.07)</td>
</tr>
<tr>
<td>9 Refueling Water Storage Tank Volume</td>
<td>Uniform(3150,3250)</td>
</tr>
<tr>
<td>10 Reactor Power</td>
<td>Uniform(3.25e9,3.35e9)</td>
</tr>
</tbody>
</table>

*Many of the uncertainties are not the distribution of the actual parameter, but of a scaling factor or part of a larger formula

The break occurs at time 0 sec, with LPI activation occurring anywhere from 300 to 1100 seconds after. The analysis ends shortly after the activation of LPI, since even its minimum flow condition in this experiment is sufficient to temporarily cool the core.

The output of interest is again the PCT of the core. It was compared to the NRC limit of 2200°F [1]. Due to the long run-times of the MELCOR analysis, only SRS-OS, asymptotic SRS, and rLHS were evaluated. First, the “correct” 0.95-quantile of the system was calculated using a 5,000-run SRS experiment. This returned a “correct” 0.95-quantile of 1293.16°F. The empirical CDF in Fig. 10 shows the shape of the distribution. What is interesting to note, from this figure, is the slope of the distribution near the higher quantiles. While the slope is fairly constant until the 0.90-quantile, it quickly flattens, and there is almost a 1000°F range between the 0.90-quantile and highest points of the distribution. This sensitivity is due to the delay in LPI activation, which can be substantial in some scenarios, and the heat released from zirconium oxidation, which increases exponentially with temperature.
Due to the time burden when running a large, complex code like MELCOR, unlike the previous examples, $10^4$ independent trials of each method could not be performed. Instead, for SRS-OS and asymptotic SRS, a large 5000-run trial was conducted. For the analysis here, a random trial of the 5000 outputs were drawn as a trial output. For example, at $n = 59$, 59 of the 5000 outputs were chosen at random, and treated as a separate trial. This process was repeated for $10^4$ trials. Obviously, this introduces some correlation in the results, since the same output value will be used more than once, and not every output from the support is possible. However, the likelihood of pulling the exact same 59 outputs is extremely small. Using 5000 outputs, this means there are $8.88 \times 10^{137}$ different permutations of 59 runs possible. The repeated use of trials has a bigger effect on SRS-OS than asymptotic SRS due to the way the CIs are calculated. Using asymptotic SRS, the sample variance is used to calculate the CI, meaning many of the output results are used in the calculation of the 95/95 value. However, using SRS-OS, simply the highest value of the 59 outputs is taken as the 95/95 value. This means the highest values of the 5000 outputs will be repeatedly chosen as the 95/95 values. This could influence the results, and tests were conducted to quantify this influence, as will be discussed at the end of this section.

For rLHS, 500 cases of LHS with size 10 were conducted. If the desired run level was 60, then 6 of these 500 cases would be chosen at random in order to produce a trial. For rLHS, the number of permutations is smaller at $2.11 \times 10^{13}$ since the choice is 6 out of 500, instead of 59 out of 5000. Like asymptotic SRS, since the CI for rLHS is determined by calculating a sample variance, the effect of repeating results is less than with SRS-OS.

The results for $10^4$ trials of SRS-OS and asymptotic SRS at 59 runs, and rLHS at 60 runs ($t = 10$, $m = 6$) are shown in Table 10. Here, the coverage and “percent below correct” results appear to show that the asymptotic methods are, at the very least, close to convergence, with results of 5.65% and 92.33%. Also, rLHS results in a 95/95 value that is, on average, about 150°F closer to the actual 0.95-quantile than those 95/95 values found with SRS-OS. This could mean a very significant gain in margin for an operating power plant. The values for the standard deviation should be viewed with caution since, as mentioned above, by using repeated output values, certain results may occur multiple times (especially in the case of SRS-OS) and influence the range of 95/95 values.

<table>
<thead>
<tr>
<th>Table 10</th>
<th>MELCOR LOCA</th>
<th>Comparison of 95/95 values for $10^4$ trials of rLHS, SRS, and SRS-OS (“correct” 0.95-quantile = 1293.16°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6 x 10 rLHS</td>
<td>59 SRS</td>
</tr>
<tr>
<td>Mean of $10^4$ 95/95 values</td>
<td>1595.52</td>
<td>1668.53</td>
</tr>
<tr>
<td>S.D. of $10^4$ 95/95 values</td>
<td>207.16</td>
<td>254.90</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>5.65%</td>
<td>5.61%</td>
</tr>
<tr>
<td>Coverage</td>
<td>92.33%</td>
<td>87.30%</td>
</tr>
</tbody>
</table>

In order to confirm that the repeated use of output values did not drastically sway the results, another analysis was performed, but without using the same output result more than once across all trials. This was done by performing only 80 trials, which was determined by finding the largest value k
such that $59 \times k < 5000$ (since 5000 SRS runs were initially performed), and $6 \times k < 500$ (since 500 LHS run were performed). This would prevent output results from being used multiple times across all trials. These results are in Table 18. As the table shows, the results are nearly identical to the repeated trial results in Table 11 (since only 80 trials are being performed, the statistical sample is not that large, so the methods may not have exactly 5% of trials “below correct”). It appears that the repeated trial results from above are accurate, and that the gain when using rLHS is real.

Table 11
MELCOR LOCA
Comparison of 95/95 values for 80 trials of rLHS, SRS, and SRS-OS (“correct” 0.95-quantile = 1293.16°F)

<table>
<thead>
<tr>
<th></th>
<th>6 x10 rLHS</th>
<th>59 SRS</th>
<th>59 SRS-OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of 80 95/95 values</td>
<td>1608.58</td>
<td>1671.72</td>
<td>1742.31</td>
</tr>
<tr>
<td>S.D. of 80 95/95 values</td>
<td>224.26</td>
<td>235.92</td>
<td>270.82</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>6.25%</td>
<td>5.06%</td>
<td>6.32%</td>
</tr>
<tr>
<td>Coverage</td>
<td>91.25%</td>
<td>91.14%</td>
<td></td>
</tr>
</tbody>
</table>

This analysis was repeated for the $n = 93$ run level. Table 12 shows the results for $10^4$ trials of 93 SRS-OS and asymptotic SRS runs, and 90 rLHS runs ($t = 10$, $m = 9$), using the repeated trial method described above. While SRS-OS at this run level shows a substantial improvement in accuracy compared to the $n = 59$ run level, with over a 100°F gain in accuracy, it still results in a 95/95 value that, on average, is approximately 100°F higher than the resulting value when using rLHS.

Table 12
MELCOR LOCA
Comparison of 95/95 values for 10^4 trials of rLHS, SRS, and SRS-OS (“correct” 0.95-quantile = 1293.16°F)

<table>
<thead>
<tr>
<th></th>
<th>9 x10 rLHS</th>
<th>93 SRS</th>
<th>93 SRS-OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of 10^4 95/95 values</td>
<td>1530.49</td>
<td>1557.42</td>
<td>1622.69</td>
</tr>
<tr>
<td>S.D. of 10^4 95/95 values</td>
<td>160.70</td>
<td>190.40</td>
<td>209.85</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>5.96%</td>
<td>6.81%</td>
<td>4.92%</td>
</tr>
<tr>
<td>Coverage</td>
<td>89.66%</td>
<td>89.18%</td>
<td></td>
</tr>
</tbody>
</table>

Once again, this run level was examined without using repeated output values, by conducting only 50 trials. The results for this experiment are shown in Table 13, and like the previous example, they show very little variation from the repeated trial results (again, the important value is the mean, since the statistical sample for the “% below correct” is small).

Table 13
MELCOR LOCA
Comparison of 95/95 values for 50 trials of rLHS, SRS, and SRS-OS (“correct” 0.95-quantile = 1293.16°F)

<table>
<thead>
<tr>
<th></th>
<th>9 x10 rLHS</th>
<th>93 SRS</th>
<th>93 SRS-OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of 50 95/95 values</td>
<td>1518.85</td>
<td>1561.58</td>
<td>1623.14</td>
</tr>
<tr>
<td>S.D. of 50 95/95 values</td>
<td>168.78</td>
<td>183.86</td>
<td>218.62</td>
</tr>
<tr>
<td>% below “correct”</td>
<td>6.00%</td>
<td>6.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>Coverage</td>
<td>84.00%</td>
<td>92.00%</td>
<td></td>
</tr>
</tbody>
</table>

These results show a potentially large improvement in accuracy by using rLHS instead of SRS-OS. This may be caused, in part, by the shape of the output distribution. As Fig. 20 showed, the higher quantiles of the output distribution spanned over 1000°F. As explained in Section 2.1, since SRS-OS at low run levels will often return a 95/95 value close to the 0.99- or 0.98-quantile, it returns a significantly more conservative result than rLHS.

3.4. Discussion of Results

These experiments indicate that rLHS can provide more accurate and precise confidence intervals for quantiles than SRS-OS. This would mean a reduction in the probability of Type-II errors.
and the possibility of reducing Type-I errors. However, the rLHS method is not without its faults. As several results showed, at low run levels, the method may not have converged. This can result in significantly more than 5% of the trials returning a 95/95 value falling below the actual quantile. An interesting point though is that even when this did occur, the rLHS trial results still did not fall as far below the “correct” quantile as some SRS-OS trials. So it is not possible to say whether this would result in more Type-I errors than SRS-OS without knowing the actual location of the safety limit, which will be examined in future work.

There may be ways to help resolve the convergence issue. Additional experiments on different types of systems can lead to more guidance about the proper selection of the parameters of the derivative estimator. Also, it is possible to improve coverage of the constructed rLHS confidence interval by replacing the normal critical point with a critical point from a Student-t distribution with m-1 degrees of freedom, where m is the number of LHS cases. Since the Student-t distribution has somewhat heavier tails than a normal distribution, this results in slightly wider and more conservative CIs. It may help to ensure that the number of trials falling below the true quantile does not exceed 5%, but this will also reduce the accuracy. Lastly, as explained in Section 2.2.4, it appears that conducting more cases of a smaller size (increase m, decrease t) aids in the convergence, since the validity of the CLT requires that the number m of cases grows large.

Specifically, more work should be conducted on the derivative estimation and the CFD bandwidth. One interesting note on this point though is that a better derivative estimator at low run levels does not necessarily mean better coverage. As the derivative estimation improves, the width of the CI typically decreases since the CFD often overestimates the true sparsity, especially when n is small. This means the result will be closer to the quantile estimation, which can have large bias at low run levels, so it may dominate the error and disrupt the coverage level. Even though this quantile estimation error is present when the derivative is overestimated, the increased width of the CI tends to negate the errors caused by the quantile estimation bias.

Finally, it should be noted that this work in no way challenges the validity of SRS-OS for the calculation of confidence intervals for quantiles. Conversely, all the experiments carried out here demonstrated that the results of the SRS-OS did have ~95% confidence of exceeding the desired quantile. However, when estimating a 0.95-quantile, SRS-OS is vulnerable to returning a 95/95 value that considerably overestimates the true quantile when the output distribution has a fatter tail at these higher quantiles. This is a result of SRS-OS only using a single output value to derive a 95/95 value. The further the extremes of the output distribution (i.e. the 0.99-quantile) are from the 0.95-quantile, the greater the probability that the SRS-OS 95/95 value will be a greater distance from the 0.95-quantile.

4. Conclusions

Nakayama [3] and Chu and Nakayama [28] have developed a method to establish asymptotically confidence intervals for quantiles when applying VRTs, such as AV and LHS. The present paper compared these methods to the NRC-approved method of SRS-OS through a series of experiments meant to replicate systems found in a nuclear safety analysis. The results appear to show that rLHS, and to a lesser extent AV, can provide more accurate and precise results than SRS-OS. This could mean that analysts using these methods may commit fewer Type-I and Type-II errors in hypothesis testing. In other words, it could reduce the over-conservativeness of SRS-OS, while also lessening the extent of the nonconservative results, or the ~5% of results that will fall below the true quantile.

The application of VRTs in this analysis is not without its own drawbacks. The fact that these are asymptotic methods means that there is a possibility of non-convergence, especially at low run levels, which are, of course, the most desired by analysts for computational reasons. While it is unlikely that any tactic could completely resolve the issue of non-convergence, future work may help provide guidance on optimal utilization of these methods, and adjustments to ensure over-conservatism at
low levels may be possible. Current research is investigating the use of other VRTs, such as control variates and importance sampling, for use in regulatory analyses. These methods can provide much greater variance reduction than even rLHS. As mentioned at the beginning of Section 2.2, there are additional constraints which must be considered when using these methods in relation to if/how previous knowledge is used. However, if acceptable approaches are found, these methods may be able to offer great benefits in reducing regulatory error, increasing margin to safety limits, and generally improving the knowledge and characterization of the output distribution of safety analyses.
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Highlights

The statistical techniques of SRS-OS, AV, and LHS are compared

- Three models are used to represent nuclear engineering safety analyses
- LHS appears to provide a more accurate and precise result than SRS-OS
- The improvement provided by LHS could result in less regulatory errors
- More research is needed for LHS to determine proper convergence of result