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Prof. Marvin Nakayama

Homework 2 Solutions

1. For the state diagram below,

we formally express the DFA as M = (Q, X, 4, q1, F'), where

® Q = {q17q27q3}
e > = {a,b}

e transition function J is given by

e q; is the start state

o ' =1{q1,q3} is the set of accept states.

2. There are (infinitely) many correct DFAs for each part below.

(a) The state diagram of one DFA that recognizes the language A = {e,b, ab} is
below:



We formally express the DFA as a 5-tuple (Q, %, 6, g1, F'), where

® Q:{qlan,---,%}
e > ={a,b}

e transition function § is given by

q1 492 g3
g2 | qa Qs
g3 | g6 g7
qa | g8 Qs
g5 | g8 Qs
de | 48 Qs
g7 | g8 Qs
gs | g8 Qs

e (1 is the start state
e ['=1{q1,q3,qs5} is the set of accept states.

There are simpler DFAs that recognize this language. Can you come up with one
with only 4 states?

(b) The state diagram of one DFA that recognizes the language B = { w € Z* | n,(w)
mod 3 = 1} is below:



We formally express the DFA as a 5-tuple (Q, >, 6, q1, F'), where

* Q=1{q1,q2,q3}
e > = {a,b}

e transition function § is given by

e (1 is the start state
o [ = {qo} is the set of accept states.

(c¢) The state diagram of one DFA that recognizes the language C = {w € * | w =
saba for some string s € * } is below:

We formally express the DFA as a 5-tuple (Q, %, 6, q1, F'), where

e Q=1{q1,92,93,q4}
e > = {a,b}



e transition function § is given by

q1 | g2 q1
42 |42 g3
g3 | g4 q1
g4 | G2 g3

e (1 is the start state
o [ ={qa} is the set of accept states.

(d) Because D = C, the complement of C, we can convert the DFA for C into a
DFA for D by swapping the accept and non-accept states:

We formally express the DFA as a 5-tuple (Q, %, 6, q1, '), where

e Q=1{q1,92,q3,q4}
e > ={a,b}

e transition function § is given by

a b
q1 (g2 Qg1
42 |92 g3
Q3|94 q1
g4 | G2 g3

e ¢; is the start state
e ' =1{q1,qo,q3} is the set of accept states.

(e) The state diagram of one DFA that recognizes the language
E ={w € X" | w begins with b and ends with a }

is below:



We formally express the DFA as a 5-tuple (Q, %, 6, g1, F'), where

e Q=1{q1,92,93,q4}
e > ={a,b}

transition function ¢ is given by

q1 | qa4 QG2
g2 |93 Qg2
g3 |93 g2
qa | q4 qa

q1 is the start state
e [ = {gs} is the set of accept states.

(f) The state diagram of one DFA that recognizes the language Fo = {w € * | n,(w) >
2,np(w) < 1} is below:

We formally express the DFA as a 5-tuple (Q, %, 6, g1, F'), where

b}



® Q:{qlaQQa"'aq7}
e > ={a,b}

e transition function § is given by

a b
q1 |42 g4
42|93 4gs
43|43 (g6
qa | g5 gr
qs | de g7
ge | g6 Q7
qr | qr g7

e (1 is the start state
o ['={g3,q6} is the set of accept states.

(g) The state diagram of one DFA that recognizes the language G = { w € Z* | |w| >
2, second-to-last symbol of w is b } is below:

—(a)—(e)
a

We formally express the DFA as a 5-tuple (Q, %, 6, g1, F'), where

e Q=1{q1,92,q3,q4}
e > ={a,b}

e transition function § is given by

a b
q1 | q1 Q2
42 |43 4ga
43|41 Q2
qa | 43 ga

e ¢; is the start state
o ' ={gs,qa} is the set of accept states.

3. Show that, if M is a DFA that recognizes language B, swapping the accept and
non-accept states in M yields a new DFA that recognizes B, the complement of B.
Conclude that the class of regular languages is closed under complement.
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Answer:
Suppose language B over alphabet > has a DFA

M:(Qa Za 57 q1, F)

Then, a DFA for the complementary language B is
H: (Qa Za 57 qi, Q_F)

The reason why M recognizes B is as follows. First note that M and M have the
same transition function 8. Thus, since M is deterministic, M is also deterministic.
Now consider any string w € 2*. Running M on input string w will result in M
ending in some state r € Q). Since M is deterministic, there is only one possible state
that M can end in on input w. If we run M on the same input w, then M will end in
the same state r since M and M have the same transition function. Also, since M is
deterministic, there is only one possible ending state that M can be in on input w.

Now suppose that w € B. Then M will accept w, which means that the ending state
r € F,ie., ris an accept state of M. But then r € Q — F, so M does not accept w
since M has Q — F as its set of accept states. Similarly, suppose that w ¢ B. Then
M will not accept w, which means that the ending state » ¢ F. But then r € Q — F',
so M accepts w. Therefore M accepts string w if and only M does not accept string
w, so M recognizes language B. Hence, the class of regular languages is closed under
complement.

. We say that a DFA M for a language A is minimal if there does not exist another
DFA M’ for A such that M’ has strictly fewer states than M. Suppose that M =
(Q,%,9,qo0, F) is a minimal DFA for A. Using M, we construct a DFA M for the
complement Aas M = (Q,X,6,90,Q — F). Prove that M is a minimal DFA for A.

Answer:

We prove this by contradiction. Suppose that M is not a minimal DFA for A. Then
there exists another DFA D for A such that D has strictly fewer states than M.
Now create another DFA D’ by swapping the accepting and non-accepting states of
D. Then D’ recognizes the complement of A. But the complement of A is just A,
so D' recognizes A. Note that D’ has the same number of states as D, and M has
the same number of states as M. Thus, since we assumed that D has strictly fewer
states than M, then D’ has strictly fewer states than M. But since D’ recognizes A,
this contradicts our assumption that M is a minimal DFA for A. Therefore, M is a
minimal DFA for A.

. Give a formal proof that the class of regular languages is closed under intersection.

Answer:
Basic Idea: Recall that Theorem 1.25 establishes that the class of regular languages
is closed under union. The approach that we will use to show that the class of regular
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6.

languages is closed under intersection is to modify the proof of Theorem 1.25. Specifi-
cally, Theorem 1.25 establishes that if A; is regular and As is regular, then their union
A1 U As is regular. The proof of Theorem 1.25 builds a DFA Mé for A1 U Az by
simultaneously running a DFA M; for A; and a DFA M; for Ay, where the union
DFA M accepts if and only if My accepts or M2 accepts (or both accept). To instead
build a DFA for the intersection A1 N Az, we can build a DFA M3 by running M; and
M, simultaneously, with the intersection DFA M3 accepting if and only if both M;
and M> accept. Below are the details.

Proof: Suppose A; and A; are defined over the same alphabet 3. Suppose DFA
M recognizes A1, where M1 = (Q1, 2,1, q1, F1). Suppose DFA M> recognizes As,
where My = (QQ, Z, 52, q2, FQ). Define DFA M3 - (Q3, Z, 53, g3, F3) for Al N AQ
as follows:

e Set of states of M3 is
Q=1 xQ2={(z,y) |z€Q1,y€Qa}

The alphabet of M3 is 3.

M3 has transition function 03 : Q3 X & — Q3 such that for x € Q1, y € Q2,
and £ € X,

53( (SC, y)a E) = (51($,£), 52(ya£) ) .
The initial state of M3 is s3 = (q1,q2) € Q3.
The set of accept states of M3 is

F3 = {(ﬂfay)EQlXQz|$€F1andy€F2}=F1><F2.

Since Q3 = Q1 X Q2, the number of states in the new DFA M3 is |Q3] = |Q1]| - |Q2]-
Thus, |Q3| < oo since |Q1] < oo and |Q2] < oo.

(a) Consider the language L = {w € X* | w begins with a lower-case Roman letter }
with = {a,b,...,2,0,1,2,...,9}. Define ' = {a,b,...,z} as the set of

lower-case Roman letters, and A = {0,1,2,...,9} as the set of Arabic numer-
als, so = = FTUA with TNA = (). The state diagram of one DFA that recognizes
L is below:

>

We formally express the DFA as a 5-tuple (Q, %, 6, g1, F'), where
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Q = {ql,QQ,QE‘»}
e > ={ab,...,20,1,2,...,9}
transition function ¢ is given by

e (1 is the start state
o [ = {qo} is the set of accept states.

(b) Note that the string if € L but if ¢ J (because if is a reserved keyword), so
L Z J. Also, the string AB € J but AB&Z L,so J € L.



