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Abstract—Relative correctness is the property of a program to be more-correct than another with respect to a specification; whereas traditional (absolute) correctness distinguishes between two classes of candidate programs with respect to a specification (correct and incorrect), relative correctness defines a partial ordering between candidate programs, whose maximal elements are the (absolutely) correct programs. In this paper we argue that relative correctness ought to be an integral part of the study of program repair, as it plays for program repair the role that absolute correctness plays for program construction: in the same way that absolute correctness is the criterion by which we judge the process of deriving a program $P$ from a specification $R$, relative correctness ought to be the criterion by which we can judge that a candidate $P'$ is a valid repair for program $P$ with respect to specification $R$. In this paper, we propose a generic algorithm for program repair, which proceeds iteratively by enhancing relative correctness until it achieves absolute correctness.

- Improved Efficiency. The definition of relative correctness enables us, for a given level of granularity at which we want to model faults, to define the concept of elementary fault removal, which represents a unitary fault removal increment. This concept enables us, in turn, to distinguish between a single multi-site fault and multiple single-site faults. This distinction is important because if we are interested to remove several single-site faults (which are the most common type) then we can remove them one by one and test the program for relative correctness at each step; on the other hand, if we want to remove a multiple-site fault, then the relevant multiplicity is the number of sites in the faults (two or three, at most), not the number of faults in the program (unbounded).

In this paper, we briefly present a definition of relative correctness, due to [8, 19], then we use it to sketch an algorithm for program repair; our algorithm relies on the existence of a patch generator, and focuses exclusively on the patch validation step. In section II we introduce some elements of mathematical notation, then we present our definition of relative correctness and discuss why we feel that this definition is appropriate for our purposes. In section III we present our algorithm, and discuss its validity in light of the definitions given in section II. In section IV we show the results of an experiment where we apply the algorithm, albeit partially by hand for now (as its automation is under way) on sample programs from the Siemens Benchmark, and draw some lessons from our observations. Finally in section V we briefly summarize our findings and compare them to related work; in particular, we show how the solutions adopted by other researchers for patch validation use approximations of relative correctness, but not quite relative correctness as we define it and validate it.

II. BACKGROUND

A. Relational Mathematics

We assume the reader familiar with simple relational mathematics and we briefly introduce some notations that we use
throughout the paper. Given a program \( p \) that operates on some variables \( x \) and \( y \), we let the space of \( p \) be the set \( S \) of all the variables that the aggregate of variables \( \{x, y\} \) may take; elements of \( S \) are called states of the program, and are usually denoted by lower case \( s \). A relation on set \( S \) is a subset of \( S \times S \); constant relations on a set \( S \) include the empty relation (\( \emptyset \)), the identity relation (\( I \)) and the universal relation (\( L = S \times S \)); operations on relations include the set theoretic operations of union, intersection, difference and complement; other operations include the product of two relations (denoted by \( R \times R' \), or \( RR' \) for short), the converse of a relation (\( \bar{R} \)) and the domain of a relation (\( \text{dom}(R) \)). The pre-restriction of relation \( R \) to set \( T \) is denoted by \( T \! \\bar{\times} R \).

A relation \( R \) is said to be reflexive if and only if \( I \subseteq R \), symmetric if and only if \( R \subseteq R \), antisymmetric if and only if \( R \cap \bar{R} \subseteq \emptyset \), and transitive if and only if \( RR \subseteq R \). A relation \( R \) is said to be deterministic if and only if \( \bar{R}R \subseteq \emptyset \).

B. Absolute Correctness and Relative Correctness

Refinement is a recurrent theme in the study of correctness; our version of refinement is defined as follows.

Definition 1: Given two relations \( R \) and \( R' \), we say that \( R' \) refines \( R \) (abbrev: \( R' \preceq R \)) if and only if \( RL \cap R'L \cap (R \cup R') = R \).

Intuitively, this means that \( R' \) captures a stronger requirement (is harder to satisfy) than \( R \).

Given a program \( p \) on space \( S \), we define the function of \( p \) (denoted by \( P \)) as the set of pairs \( (s, s') \) such that if program \( p \) starts execution in state \( s \) it terminates in state \( s' \). We may, by abuse of notation, refer to a program \( p \) by its function \( P \).

Definition 2: A program \( p \) on space \( S \) is said to be correct with respect to specification \( R \) on \( S \) if and only if its function \( P \) refines \( R \).

This definition is identical (modulo differences of notation) to traditional definitions of total correctness [12, 13, 17]. The following Proposition, due to [21] sets the stage for the definition of relative correctness.

Proposition 1: Given a specification \( R \), a deterministic program \( p \) is correct with respect to \( R \) if and only if \( \text{dom}(R \cap P) = \text{dom}(R) \).

The set \( \text{dom}(R \cap P) \) is the set of initial states on which \( P \) behaves according to \( R \); we call it the competence domain of \( P \) with respect to \( R \).

Definition 3: Due to [19], Given a specification \( R \) and two deterministic programs \( P \) and \( P' \), we say that \( P' \) is more-correct (resp. strictly more-correct) than \( P \) with respect to \( R \) if and only if \( (R \cap P')L \succeq (R \cap P)L \) (resp. \( (R \cap P')L \succ (R \cap P)L \)).

In [7] we generalize this definition to non-deterministic programs, and discuss why this generalization may be the key to scaling up. To contrast relative correctness with correctness (Definition 2), we may refer to the latter as absolute correctness. For deterministic programs \( P \) and \( P' \), \( P' \) is more-correct than \( P \) if and only if the competence domain of \( P' \) is a superset of that of \( P \); note this does not mean that \( P' \) duplicates the correct behavior of \( P \) on its competence domain (rather \( P' \) may have a different correct behavior on the competence domain of \( P \)). See Figure 1.

How do we know that our definition of relative correctness is any good? Below are four properties that one would want a definition of relative correctness to satisfy; we find in [8] that our definition satisfies all of them.

• Ordering Properties. Relative correctness is reflexive and transitive, but not antisymmetric (i.e. two candidate programs could be equally correct, yet compute distinct functions).

• Relative correctness culminates in absolute correctness. An absolutely correct program is more-correct than any candidate program. We write this property as: \( P' \succeq R \Rightarrow (\forall P : P' \succeq R) \).

• Enhanced Correctness Implies Higher Reliability. If \( P' \) is more-correct than \( P \) with respect to \( R \), then it is more reliable than \( P \); but more-reliable is not equivalent to more-correct: \( P' \) may be more reliable because its competence domain includes states that have higher probability of occurrence than those of the competence domain of \( P \).

• Relative Correctness and Refinement. Program \( P' \) refines program \( P \) if and only if \( P' \) is more-correct than \( P \) with respect to any specification \( R \). We write this property as: \( P' \succeq P \iff (\forall R : P' \succeq R) \).

In order to contrast relative correctness with absolute correctness, we present an example of a specification and ten candidate programs, which we rank by relative correctness as shown in Figure 2; correct programs are at the top of the graph. We consider the specification \( R \) on space \( S = \{a, b, c, d, e\} \):

\[
R = \{(a, a), (a, b), (a, c), (b, b), (b, c), (c, c), (c, d), (c, e)\},
\]

and we consider the following candidate programs, along with their competence domains with respect to \( R \):

\[
\begin{align*}
P_0 &= \{(a, d), (b, a)\}, \quad CD_{D_0} = \{\}. \\
P_1 &= \{(a, b), (b, e)\}, \quad CD_{D_1} = \{a\}, \\
P_2 &= \{(a, d), (b, c)\}, \quad CD_{D_2} = \{b\}, \\
P_3 &= \{(b, e), (c, d)\}, \quad CD_{D_3} = \{c\}, \\
P_4 &= \{(a, b), (b, c), (c, a)\}, \quad CD_{D_4} = \{a, b\}, \\
P_5 &= \{(a, d), (b, c), (c, d)\}, \quad CD_{D_5} = \{b, c\}, \\
P_6 &= \{(a, c), (b, e), (c, d)\}, \quad CD_{D_6} = \{a, c\}, \\
P_7 &= \{(a, a), (b, b), (c, e), (d, d)\}, \quad CD_{D_7} = \{a, b, c\}, \\
P_8 &= \{(a, b), (b, c), (c, d), (d, e)\}, \quad CD_{D_8} = \{a, b, c\}, \\
P_9 &= \{(a, c), (b, d), (c, e), (d, a)\}, \quad CD_{D_9} = \{a, b, c\}.
\end{align*}
\]

See Figure 2; programs \( P_7, P_8, P_9 \) are (absolutely) correct while programs \( P_0, P_1, P_2, P_3, P_4, P_5, P_6 \) are incorrect. Figure 5 shows a more concrete example of programs ordered by relative correctness.

C. Faults and Fault Removals

Any definition of a fault must imply a level of granularity at which we want to isolate faults. We use the term feature to refer to any part of the source code at an appropriate level of granularity, including non-contiguous parts.

Definition 4: Due to [19]. Given a specification \( R \) and a program \( P \), a fault in program \( P \) is any feature \( f \) that admits
a substitute \( f' \) such that the program \( P' \) obtained from \( P \) by replacing \( f \) with \( f' \) is strictly more-correct than \( P \). A fault removal in \( P \) is a pair of features \( (f, f') \) such that \( f \) is a feature in \( P \) and program \( P' \) obtained from \( P \) by replacing \( f \) with \( f' \) is strictly more-correct than \( P \).

This definition of a fault encompasses cases where the feature in question is non-contiguous, i.e., it may involve two statements or for example two lexemes that are found in different locations of the source code. We consider a program \( P \) and a specification \( R \) and we assume that we have identified two statements, say \( f_0 \) and \( f_1 \), that admit substitutes, say \( f_0' \) and \( f_1' \), such that the program \( P' \) obtained from \( P \) by replacing \( f_0 \) by \( f_0' \) and \( f_1 \) by \( f_1' \) is strictly more-correct than \( P \) with respect to \( R \). The question that we address is: do we have two single-site faults \( (f_0, f_1) \) or a single two-site fault \( (f = (f_0, f_1)) \)? The answer depends on whether \( f_0 \) alone is a fault, and whether \( f_1 \) alone is a fault, whence the following definition.

**Definition 5:** Given a specification \( R \) and a program \( P \), an **elementary fault** in program \( P \) is a fault such that no part of it is a fault.

All single-site faults are elementary faults; multi-site faults are elementary faults if and only if no subset of their elements is a fault. Figures 3 and 4 (where \( t_0 \) represents the transformation \( h_0 \to f_0' \) and \( t_1 \) represents the transformation \( f_1 \to f_1' \)) show the contrast between a single two-site fault and two one-site faults: in Figure 3 we need to apply both transformations before the program becomes more-correct; when we apply \( t_0 \) alone (resp. \( t_1 \)), we obtain \( P_0' \) (resp. \( P_1' \), which is not strictly more-correct than \( P \); it is only when we apply them both that we obtain a strictly more-correct program \( (p'') \). By contrast, Figure 4 illustrates a situation where each individual transformation raises the relative correctness of the program (both \( P_0' \) and \( P_1' \) are strictly more-correct than \( P \), and \( P'' \) is strictly more-correct than \( P_0' \) and \( P_1' \), hence by transitivity strictly more-correct than \( P \)).

**III. AN ALGORITHM FOR STEPWISE PROGRAM REPAIR**

**A. Oracle Design**

We consider a program \( P' \) on space \( S \) and we are interested to design an oracle that tests the execution of \( P' \) on some initial state; the oracle takes the form of a binary predicate in \((s, s')\), where \( s \) is the initial state and \( s' \) is the final state. What form this oracle takes depends on what property we want to test about \( P' \).

1) **Absolute Correctness with respect to \( R \):** Given a specification \( R \) on space \( S \), the oracle for absolute correctness with respect to \( R \) is denoted as \( \Omega(s, s') \) and defined by:

\[
\Omega(s, s') \equiv (s \in \text{dom}(R) \Rightarrow (s, s') \in R).
\]

We find in [20] that if a program \( P \) satisfies the condition \( \Omega(s, P(s)) \) for all \( s \) in \( S \) then it is absolutely correct with respect to \( R \). In practice, since we cannot check \( \Omega(s, P(s)) \)
for all \(s\) in \(S\), we check it for a bounded size test data \(T\). Hence we define the following predicate:

\[
\Omega_T(P') \equiv (\forall s \in T : \Omega(s, P'(s))).
\]

We find in [20] that if a program \(P'\) satisfies this predicate then it is absolutely correct with respect to \(T \setminus R\).

2) Relative Correctness over a program \(P\) with respect to a specification \(R\): Given a specification \(R\) on space \(S\) and a program \(P\) on \(S\), the oracle for relative correctness over program \(P\) with respect to \(R\) is denoted by \(\omega(s, s')\) and defined by:

\[
\omega(s, s') \equiv (\Omega(s, P(s)) \Rightarrow \Omega(s, s')).
\]

This formula stems readily from the definition of relative correctness; a program \(P'\) is more-correct than program \(P\) with respect to \(R\) if and only if \(\omega(s, P'(s))\) holds for all \(s\) in \(S\). In practice, we cannot check \(\omega(s, P'(s))\) for all \(s\) in \(S\), we check it for a bounded size data set \(T\). Hence we define the following predicate:

\[
\omega_T(P') \equiv (\forall s \in T : \omega(s, P'(s))).
\]

3) Strict Relative Correctness over a program \(P\) with respect to a specification \(R\): A program \(P'\) is strictly more-correct than a program \(P\) with respect to a specification \(R\) if and only if \(P'\) is more-correct than \(P\), and there exists at least one element \(s\) in \(S\) such that \(\Omega(s, P'(s)) \wedge \neg \Omega(s, P(s))\). In practice, we cannot check \(\Omega(s, P'(s))\) for all \(s\) in \(S\), we check it for a bounded size data set \(T\). Hence we define the following predicate:

\[
\sigma_T(P') \equiv (\omega_T(P') \wedge (\exists s \in T : \Omega(s, P'(s)) \wedge \neg \Omega(s, P(s))))
\]

B. Specification

We use the oracles discussed above to design a generic program repair algorithm; before we present the algorithm, as discuss its specification.

- **Inputs:**
  - A program \(P\) on \(S\) (where \(S\) can be inferred from the variable declarations of \(P\)).
  - Test data set, \(T\), a subset of \(S\).
  - Specification \(R\) on \(S\), in the form of a binary C-like boolean function \(R(s, \text{primize})\).
  - A specification of the domain of \(R\), in the form of a unary C-like boolean function \(\text{dom}R(s)\).

- **Output:** Three possible outcomes, depending on patch generation:
  - A program \(P'\) that is absolutely correct with respect to \(T \setminus R\). Note that if \(P\) fails on some state of \(T\) and \(P'\) is absolutely correct with respect to \(T \setminus R\) then \(P'\) is strictly more correct than \(P\) (hence it is a repair of \(P\)) with respect to \(R\).
  - A program \(P'\) that is strictly more-correct than \(P\) with respect to \(T \setminus R\), though possibly still incorrect.
  - A message to the effect that no correctness enhancement of \(P\) with respect to \(R\) is possible, given the existing patch generation capability.

Note that whereas other program repair methods require two test data sets (positive test data, negative test data), we do not need this information, because it can be inferred from the available input parameters: The positive test data is, actually \((T \cap CD) \setminus R\), and the negative test data is \((T \cap CD) \setminus R\), where \(CD\) is the competence domain of \(P\) with respect to \(R\).

C. Algorithm

This algorithm relies on the availability of a patch generator, which takes the forms of two functions:

- **nextcandidate(base)**. Given a baseline program \(base\), this function returns candidate repairs of \(base\) in a deterministic sequence; this can be a mutant generator, e.g., which takes \(base\) along with with some mutation parameters/ options and generates, in sequence, all the relevant mutants for the selected parameters.
- **morecandidates(base)**. Given a baseline program \(base\), this boolean function returns true as long it has more candidate repairs to offer, false otherwise.

This algorithm is generic in the sense that it can be composed with any patch generator for which we can provide these two functions.

```cpp
bool exhausted=false; bool enhanced=false;
while (!abscorT(candidate) && ! exhausted)
    {while (morecandidates(base) &&
          ! strictrelcor(candidate,base))
        {// no viable candidate, but we have more
candidate = nextcandidate(base););
          if (!abscorT(candidate))
            {// analysis of exit condition
            if strictrelcorT(candidate,base)
              {// we let candidate be new base
                base = candidate; enhanced=true;
            } //also reset patch generation
            else
              { // we ran out of candidates
                exhausted = true;}}
        if (! exhausted)
            {cout<<'Correct Program: '<<candidate<<endl;}
        else
            if (enhanced)
                {cout<<'No correct program found. '<<endl;
                 cout<<'Most correct: '<<candidate<<endl;}
            else
                {cout<<'No correctness enhancement. '<<endl;}}
```

The following functions are a direct reflection of the formulas presented in section III-A.

```cpp
bool abscor (candidate, inits)
    {stype s; s=inits; candidate(); // alters s
    return (! domR(inits) || R(inits, s));}
bool abscorT(candidate)
    {bool abscorforall; abscorforall=true;
    for all (t in T)
        {abscorforall = abscorforall && abscor(candidate,t));
        return abscorforall;}
bool relcor(candidate, base, inits)
A. Experimental Setup

For the purposes of our experiment, we carry out patch generation by means of a mutation generator, specifically muJava [5, 16]. According to the specification given in section III-B, we must provide the following parameters:

- **A Program to Repair.** We choose the tcas program taken from the Siemens benchmark, to which we apply eight modifications (faults) provided in the same benchmark [2, 10].
- **Test Data.** We take the test data set $T$ (of size 1578) provided by the benchmark for this program.
- **Specification.** For the sake of this experiment, we use the original fault-free version of tcas as the specification; this yields the following code for $R$:

\[
\text{bool } R(s, \text{ sprime}) \equiv \text{ initial, final states}
\]

\[
\text{tcas(); // modifies s, preserves sprime}
\]

\[
\text{return } (\text{ sprime=}s); \text{ // initial, final states}
\]

To run this experiment with non-deterministic specifications, we are planning cases where the equality $(\text{ sprime=}s)$ is replaced by the weaker condition $(\text{EQ}(s, \text{ sprime}))$, for some equivalence relations $\text{EQ}$; this is currently under way.

- **Specification domain.** Since we take the correct version of tcas as specification, and since this program is defined for all states in $T$, we let $\text{domR}(s)$ be true.

\[
\text{bool } \text{domR}(s) \equiv \text{return true;}
\]

Though the algorithm, as written in section III-C, seeks to build a single path from the faulty version of a program to a correct version (by successive fault removals), what we execute for this experiment is a search for all the possible paths; instead of the inner while loop of the algorithm (section III-C) we actually execute a for loop that covers all the mutants of the current base and catalogs those mutants that are strictly more-correct than the base; the organizational part of this work (management of the evolving graph) is done by hand, as it is not yet fully automatic.

B. Experimental Observations

The resulting graph is shown in Figure 5; each iteration of the outer loop generates a new layer of the graph. The bottom of the graph is the faulty version of tcas, and the top is the correct version, as found in the Siemens benchmark. Note that even though we made eight modifications to the original program, our algorithm made only seven fault removals; this may be because the eighth modification does not change the function of the program (it is not a fault) or because the test data $T$ is not large enough to distinguish the original program from the repaired program; in either case, the program at the top of the graph is certified to be absolutely correct with respect to $T \setminus R$.

Now, note that even though the program at the bottom of the graph has seven faults, only four of them are visible (since there are four outgoing arcs from the bottom). What happened to the other three? They are masked, and can only be exposed as the first four are removed. The lesson we can draw from this observation: when we observe a failure of a program and we resolve to repair it, we should not define success as remedial to that particular failure, because the fault that causes that failure may be masked by other faults; rather we should view any enhancement in the relative correctness of the program as a measure of success/ progress. In other words, we do not get to decide in what order a program exposes its faults; rather we let the program reveal its faults in the order it determines.

We must acknowledge that what made our experiment look so successful is the combination of three conditions, which do not necessarily prevail in all instances: first, the mutant generator was parameterized in such a way as to perform mutations that are of the same nature and the same scale as the benchmark faults that were introduced; second, all the faults that were introduced are single-site faults, hence we were able to remove them by single mutations; third, we assume the availability of boolean functions that capture the specification $R$ and its domain. The first condition pertains to patch generation, and is a difficult condition to fulfill in general, because it assumes that we know the nature/ scale of the faults. The second condition pertains to patch validation, and is relatively easy to fulfill: first because most faults are single-site faults; and second, because we can run multiple mutations to cover the rare cases where they are not. For illustration, we run the same experiment described above on the replace application of the Siemens benchmark, to which we have inserted six modifications. After four iterations (four fault removals) we reach a program that is more-correct than the original, but not absolutely correct; when we deploy double mutation, we break through, generating two separate programs that are absolutely correct with respect to $T \setminus R$. So that we were able to remove five faults (four single-site faults and one double-site fault) by doing nothing more than double mutation; if we were using only absolute correctness as the criterion of
success, we would have to apply sixtuple mutations to achieve the same result, an outrageously costly proposition. As for requiring predicates $R(s, s')$ and $\text{dom} R(s)$, we admit that this may limit the scope of our approach; but we also argue that some form of specification is mandated by other methods to generate the required positive test data and the negative test data; all we are doing is making the requirement for $R(s, s')$ explicit.

V. Conclusion

A. Summary and Prospects

Relative correctness plays for program repair the same role that absolute correctness plays for program construction: In the same way that absolute correctness is the criterion by which we judge the derivation of a program from a specification, relative correctness ought to be the criterion by which we judge the transformation of a program $P'$ into a program $P$ through a repair operation. In this paper we derive the skeleton of an algorithm for program repair, which uses strict relative correctness oracles to perform patch validation. Our approach can be characterized by the following premises: it relies on formal definitions of correctness, relative correctness, and strict relative correctness; it derives test oracles from these definitions; it defines success/progress as any strict enhancement of relative correctness, rather the remediation of a specific failure; it controls combinatorial divergence by removing faults in sequence rather than simultaneously.

What would be more interesting, perhaps, is to explore how we can use relative correctness, not to test existing repair candidates, but rather to generate repair candidates that are more-correct by construction. In the same way that correctness ideas were used by researchers such as Dijkstra [9], Gries [12], Hehner [13], Morgan [23] and others as a basis for correct-by-design programming, we can imagine ways to use relative

Fig. 5. Stepwise Repair of tca5 Faults
correctness ideas to generate more-correct-by-design program repairs. This is clearly a long-term research goal, but one that promises great returns, since it has the potential to guide patch generation in addition to patch validation.

B. Related Work

We argue that our approach to patch validation, which is based on the concept of relative correctness, addresses some shortcomings in existing program repair technology, in terms of precision, recall, and efficiency [1, 3, 4, 6, 14, 15, 18, 22, 24, 25].

1) Loss of Recall: GenProg [11, 15], for example, generates candidate repairs by combining a set of elementary mutations and submitting each mutant to a set of positive test data (which the original program passes, and we want to preserve) and a set of negative test data (which the original program fails, and we want candidates to pass). This approach presents two impediments for good recall: First, this condition is sufficient for relative correctness but unnecessary. A candidate program may fail on the positive test data and still be more-correct than the original; because specifications are not necessarily deterministic, correct behavior is not necessarily unique. See Figure 1. Second, a candidate program $P'$ may also fail on the negative test data and still be more-correct than the original program $P$; the competence domain of $P'$ may be a superset of that of $P$, yet still does not overlap the negative test data. The loss of recall means that GenProg could very well generate valid program repairs, but fail to recognize them as such.

2) Loss of Precision: GenProg selects candidate repairs by maximizing a fitness function, which is computed as the weighted sum of all the test data on which the program runs; weights are assigned to test data according to their preponderance in some usage pattern, so that the fitness function is an approximation of the program’s reliability. But we see in section II-B that relative correctness logically implies, but is not equivalent to, enhanced reliability. So that maximizing the fitness function is a necessary condition, but not a sufficient condition, of relative correctness.

3) Inefficiency: We recognize two sources of inefficiency in current practice of program repair. First, as we discuss in section IV-B, faults are prone to mask each other; so that if we define the success of a repair operation as the remediation of a specific failure caused by a specific fault, and that fault is masked by others, we may have to find a combination of patches that fix all the faults involved in this situation before the failing behavior is corrected. A more efficient approach may be to define success as an increase in relative correctness, and accept any patch that fulfills this criterion, until the targeted failure is remedied. Second, whenever they fail to distinguish between a single multi-site fault and several single-site faults, program repair methods may be pursuing unnecessary and costly multiple patches where successive single patches would have been sufficient.
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