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Abstract

Whereas the analysis of loops in imperative programs is, justifiably, dominated by the concept of invariant assertion, we submit a related but different concept, of invariant relation, and show how it can be used to compute or approximate the function of a while loop. We also introduce the concept of invariant function, which is used to generate a broad class of invariant relations.
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1. Invariant Assertions, Invariant Relations, and Invariant Functions

Since its introduction by Tony Hoare in (Hoare (1969)), the concept of invariant assertion has, understandably, played a central role in the static analysis of iterative programs. It has influenced much of the research on program analysis and design since its introduction (Dijkstra (1976); Gries (1981)), and continues to do so to this day; the generation of invariant assertions has remained a topic of great interest during the seventies and early eithies (Cousot and Cousot (1977); Cheatham and Townley (1976); Cousot and Halbwachs (1978)), then has emerged again in the last decade (Carbonnell and Kapur (2004); Colon et al. (2003); Denney and Fischer (2006); Ernst et al. (2006); Fahringer and Scholz (2003); Fu et al. (2008); Jebelean and Giese (2007); Hu et al. (2004); Kovacs and Jebelean (2004, 2005); Podelski and Rybalchenko (2004); Sankaranarayana et al. (2004); Hoder et al. (2010); Kovacs and Voronkov (2009); Maclean et al. (2010); Zuleger and Sinn (2010); Kroening et al. (2010); Iosif et al. (2010); Furia and Meyer (2010)). In this paper, we present invariant relations, a related but distinct concept for the analysis of while loops, and show how this concept can be used to provide complementary insights into the functional attributes of a while loop. In (Jilani et al. (2010)), we discuss the relationships between invariant assertions, invariant relations, invariant functions and loop functions; by contrast with (Jilani et al. (2010)), the theme of this paper is focused primarily on invariant relations and invariant functions, and how they can be used to compute or approximate loop functions.

We briefly and informally present the concepts of invariant relation and invariant function, then discuss the main attributes of our approach to the analysis of while loops, and contrast it to the traditional invariant assertion-based approach.

- **An invariant assertion** of a loop is a predicate that holds after any number of iterations of the loop body.
- **An invariant relation** of a loop is a relation that holds between any two states \( s \) and \( s' \) of the program such that \( s \) and \( s' \) are separated by an arbitrary number (0 or more) of iterations of the loop body.
- **An invariant function** of a loop is a function that takes the same value before and after execution of the loop body, assuming the loop condition holds.

As an illustration, we consider the following program on natural variables \( n, f \) and \( k \) such that \( k \leq n + 1 \):

\[
\{ k:=1; f:=1; \text{while } (k!=n+1) \{ f:=f*k; k:=k+1; \}\},
\]

and we propose the following invariants for this loop:

- **Invariant Assertion**, \( A \): \( f = (k - 1)! \).
- **Invariant Relation**, \( R \):

\[
\left\{ \begin{array}{c}
\frac{n}{f} = \frac{n'}{f'} = \frac{(k-1)!}{(k'-1)!}
\end{array} \right\}.
\]

- **Invariant Function**, \( V \):

\[
V \left( \begin{array}{c}
n \\
f \\
k
\end{array} \right) = \frac{f}{(k-1)!}.
\]
To motivate our approach, we answer in turn the questions raised in the submission guidelines of the special issue.

- **What is the Problem?** The problem we are addressing is that of analyzing while loops in C-like imperative languages. While most researchers approach this problem in the context of proving program correctness with respect to a pre-condition/post-condition pair, and generate an invariant assertion to this effect, we approach this problem by trying to compute or approximate the function of the loop, and we use invariant relations to this effect.

- **Why is the Problem Important?** This problem is important because C-like imperative languages represent the vast majority of code being developed and maintained nowadays, and loops are the main locus of algorithmic complexity in such programs.

- **What has been done so far on the Problem?** We have developed the theoretical basis that allows us: First, to generate and reason about invariant relations; second, to use invariant relations to compute approximations of loop functions. Also, we have developed and are evolving an automated tool that computes or approximates the function of a loop from a static analysis of its source code.

- **What is the Main Contribution of the Paper to the Problem?** This paper is a progress report on an ongoing research effort, and reports the following new results:
  - A new algorithm for computing the function of while loops whose loop body includes if-then-else statements.
  - An algorithm for identifying missing invariant relation templates whenever the tool fails to compute the loop function in full (and provides an approximation thereof instead).
  - A new set of invariant relation templates derived from Taylor series.
  - An illustration of improved tool functionality, made possible by the recently added invariant relation templates.

- **Is the Contribution Original?** The research direction is original in the sense that it pursues unique research goals, that are distinct from most other teams. The results of this paper are original in the sense that they are presented for the first time in journal form.

- **Is the Contribution Non-Trivial?** We illustrate our approach on non trivial control structures, non trivial data structures (though we have not automated this part yet) and non trivial size.

In the next section, we introduce some mathematical definitions and notations that are needed for the purpose of our discussion, and in section 3 we introduce invariant relations and discuss some of their salient properties. In section 4 we discuss the design and implementation of our algorithm for computing or approximating loop functions by means of invariant relations; and in section 5 we discuss how we enhance our algorithm to deal with non-trivial control structures and non-trivial data structures. In section 6 we discuss to what extent our approach scales up to larger programs, and illustrate our discussion with a program of non-trivial size. We conclude in section 7 by summarizing our results, discussing related work, and discussing prospects of future research.
2. Mathematical Background: A Refinement Lattice

2.1. Relational Mathematics

Most of the material of this section is supposed to be a reminder of simple mathematical concepts, and a presentation of adopted notation, rather than a tutorial; the reader is assumed to be familiar with the concepts discussed herein.

Given a set \( S \), we let a relation \( R \) on \( S \) be a subset of \( S \times S \). Among the special relations on \( S \), we mention: the universal relation \( L = S \times S \), the empty relation \( \phi = \{ \} \), and the identity relation \( I = \{ (s, s) | s \in S \} \). Among the operations on relations, we mention:

- The usual set theoretic operations of union, denoted by \( R \cup R' \), intersection, denoted by \( R \cap R' \), difference, denoted by \( R \setminus R' \), and complement, denoted by \( \overline{R} \).
- In addition, we mention the following relation-specific operations: the inverse, denoted by \( \overline{R} \), and defined by \( \overline{R} = \{ (s', s) | (s, s') \in R \} \); the product, denoted by \( R \circ R' \), or \( RR' \) when no ambiguity arises, and defined by \( R \circ R' = \{ (s, t) | (s, t') \in R \land (t', s) \in R' \} \); the nucleus of \( R \), denoted by \( \mu(R) \) and defined by \( \mu(R) = R\overline{R} \).
- The \( n^{th} \) power of relation \( R \), for \( n \) natural, is denoted by \( R^n \) and defined as follows: if \( n = 0 \) then \( I \) else \( R^{n-1} \circ R \). The transitive closure of relation \( R \) is denoted by \( R^+ \) and defined by: \( R^+ = \{ (s, s') | \exists n > 0 : (s, s') \in R^n \} \). The reflexive transitive closure of relation \( R \) is denoted by \( R^* \) and defined by: \( R^* = \{ (s, s') | \exists n \geq 0 : (s, s') \in R^n \} \).
- Given a subset \( A \) of \( S \), we let \( I(A) \) be defined by \( I(A) = \{ (s, s) | s \in A \} \); also, we define the pre-restriction of relation \( R \) to set \( A \) as \( I(A) \circ R \) and the post-restriction of relation \( R \) to set \( A \) as \( R \circ I(A) \).
- Given a relation \( R \) on \( S \), we let the domain of relation \( R \) be the set denoted by \( \text{dom}(R) \) and defined by \( \{ s | \exists t : (s, t) \in R \} \); we let the range of \( R \) be denoted by \( \text{rng}(R) \) and defined by \( \text{dom}(\overline{R}) \).

Among the properties of relations, we mention: a relation \( R \) is said to be total if and only if \( RL = L \); a relation \( R \) is said to be deterministic (or to be a function) if and only if \( \overline{R}R \subseteq I \); a relation \( R \) is said to be a vector if and only if \( RL = R \).

A relation \( R \) is said to be reflexive if and only if \( I \subseteq R \); a relation \( R \) is said to be transitive if and only if \( RR \subseteq R \); a relation \( R \) is said to be symmetric if and only if \( \overline{R} = R \); a relation \( R \) is said to be an equivalence if and only if it is reflexive, symmetric and transitive. We admit without proof that the transitive closure of relation \( R \) is the smallest transitive relation that is a superset of or equal to \( R \), and that the reflexive transitive closure of relation \( R \) is the smallest reflexive transitive relation that is a superset of or equal to \( R \). We also admit that if \( R \) is total and deterministic then its nucleus can be written as: \( \{ (s, s') | R(s) = R(s') \} \). This is an equivalence relation, whose equivalence classes share the same image by \( R \).

A relation \( R \) is said to be antisymmetric if and only if \( R \cap \overline{R} \subseteq I \); a relation \( R \) is said to be a partial ordering if and only if it is reflexive, transitive, and antisymmetric. A partial ordering is said to be a lattice if and only if any two elements of \( S \), say \( x \) and \( y \), have a unique least upper bound (also called a join), which we denote by \( x \sqcup y \) and a greatest lower bound (also called a meet), which we denote by \( x \sqcap y \).
2.2. Relational Semantics

In the Mills’s logic of program verification and analysis, specifications are represented by relations and programs are represented by functions (Mills (1975); Linger et al. (1979)); program correctness is determined by matching the function defined by the program against the relation that represents the specification. We introduce an ordering relation between relational specification: we say that specification $R$ refines specification $R'$ if and only if:

$$R' = RL \cap R'L \cap (R \cup R').$$

This relation is denoted by $R \triangleright= R'$ (R refines $R'$) or $R' \triangleright= R$ ($R'$ is refined by $R$). Intuitively, this ordering means that $R$ represents a stronger specification than $R'$. The following two propositions, which we present without proof, convey this idea:

- Program $p$ is correct with respect to specification $R$ (in the sense of total correctness (Dijkstra (1976); Gries (1981); Manna (1974)) if and only if the function of $p$ refines specification $R$.
- Specification $R$ refines specification $R'$ if and only if any program correct with respect to $R$ is correct with respect to $R'$.

In (Boudriga et al. (1992)), we find that the refinement relation is a partial ordering, and explore its lattice properties, which we summarize as follows:

- Any two specifications have a greatest lower bound, which is given by the formula:
  $$R \cap R' = RL \cap R'L \cap (R \cup R').$$

  The specification $R \cap R'$ captures the requirements that are represented simultaneously by $R$ and $R'$.

- Two specifications $R$ and $R'$ have a least upper bound if and only if they satisfy the following condition, which we call the consistency condition:
  $$RL \cap R'L = (R \cap R').L.$$

  Because the existence of least upper bound is conditional (not all pairs have a least upper bound), the refinement ordering is not a lattice; nevertheless, we will continue to refer to this structure as the lattice of specifications or the lattice of refinement, in reference to its lattice-like properties.

- The least upper bound (join) of two specifications that satisfy the consistency condition is given by the following formula:
  $$R \cup R' = R \cap R'L \cap (R \cup R').$$

  The specification $R \cup R'$ captures all the requirements that are in $R$ and all the requirements that are in $R'$. It is possible to capture the requirements of $R$ and $R'$ in a specification only if they do not contradict each other, which is what the consistency condition represents.

- The lattice of specifications has a unique universal lower bound, which is the empty relation.

- The lattice of specifications has no universal upper bound.

- Maximal elements of the lattice of specifications are total deterministic relations.

- Any two specifications have a least upper bound if and only they have a (common) upper bound; this result is known in general in lattice theory (Davey and Priestley (1990)), but because our refinement structure is not, strictly speaking, a lattice, it bears checking specifically.
See Figure 1. We use this lattice structure as a basis for our stepwise approach to the derivation of loop functions; this will be discussed in section 4.

3. Invariant Relations and Invariant Functions

For the sake of readability, the presentation of this material is meant to be intuitively appealing rather than strictly formal; interested readers are referred to (Mili et al. (2009)) for details. Given a set of program variables, say \( x, y, z \) of types \( X, Y, Z \), we let a state \( s \) of the program be defined as any aggregate of values that these variables may take, and we let \( x(s), y(s) \) and \( z(s) \) denote the \( x \)– (respectively \( y \)–, \( z \)–) component of \( s \). Hence for example, if \( s = (2, 6, 0) \), then \( x(s) = 2, y(s) = 6, z(s) = 0. \) We let the space of a program be the set of its states, and we usually denote the space by \( S \). We consider a program \( p \) on space \( S \), and we let \( P \) be the function that \( p \) computes on its space, defined as follows:

\[
P = \{(s, s') | \text{if program } p \text{ starts execution in state } s \text{ then it terminates in state } s' \}.
\]

It stems from this definition that the domain of relation \( P \) can be written as:

\[
dom(P) = \{s | \text{if program } p \text{ starts execution in state } s \text{ then it terminates} \}.
\]

We focus specifically on while loops in C-like programming languages, i.e. programs of the form: \( w: \textbf{while } t \{b\} \), where \( t \) is a predicate and \( b \) is a block of code that represents the loop body. We let \( W \) be the function of the while loop \( (w) \), we let \( B \) be the function of
The Invariant Relation as an Inductive Argument

Theorem 2 on space $S$ that terminates for all initial states, and we let $W$ be the function of this loop, and $R$ be an invariant relation for $w$. Then $W$ refines $R \cap T$.

We consider a while loop of the form $w$: while $t \{b\}$ on space $S$ that terminates for all initial states, and we let $B$ be the function of $b$ and $T$ be defined as $T = \{(s,s')|t(s)\}$. A relation $R$ on $S$ is said to be an invariant relation for $w$ if and only if it satisfies the following conditions:

- **Inductive Condition:** $R$ is reflexive and transitive.
- **Invariance Condition:** $T \cap B \subseteq R$.
- **Convergence Condition:** $RT = L$.

To illustrate this definition, we consider again the factorial program, whose loop is: $w = \text{while } (k!=n+1) \{f=f*k; k=k+1\}$. We consider again the relation

$$R = \{(s,s')\frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\},$$

where we use $f$, $k$ as shorthands for $f(s)$, $k(s)$, and $f'$, $k'$ as shorthands for $f(s')$, $k(s')$, and we check that this relation satisfies the conditions of the definition:

- **Inductive condition:** $R$ is clearly reflexive and transitive.
- **Invariance condition:** if $k \neq n+1$ and $f' = f \times k$ and $k' = k + 1$, then $\frac{f'}{(k'-1)!} = \frac{f}{(k-1)!}$. Hence $T \cap B$ is a subset of $R$.
- **Convergence condition:** $RT = \{(s,s')\frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\} \circ \{(s,s')|k = n+1\} = \{(s,s')|\exists s^n : \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!} \wedge k^n = n' + 1\} = \{(s,s')|\exists s^n : f'' = \frac{n^n+1}{(k-1)!} \wedge k'' = n'' + 1\} = L$.

To give an intuitive understanding of invariant relations, we offer below two possible interpretations, ignoring for a moment the convergence condition (which is related to the hypothesis that $w$ terminates for all initial states):

- **The Invariant Relation as an Approximation of $(T \cap B)^*$.** We have proven in (Mili et al. (2009)) that the function of the loop can be written as $W = (T \cap B)^* \cap \overline{T}$. In practice, we cannot use this formula to compute the function of a loop because it is generally impossible to derive the reflexive transitive closure of $(T \cap B)$. Now, an invariant relation is a reflexive transitive superset of $(T \cap B)$; as such, it is an approximation of the reflexive transitive closure of $(T \cap B)$, which is by definition the smallest reflexive transitive superset of $(T \cap B)$.

- **The Invariant Relation as an Inductive Argument.** The reflexivity and transitivity of $R$ can be used as (respectively) the basis of induction and the inductive step of an inductive proof to the effect that any pair of states $(s, s')$ such that $s'$ is obtained from $s$ by application of an arbitrary number of iterations, is in $R$. While this holds for any pair $(s, s')$, it holds in particular for the pair made up of the initial state $s$ and the final state $s'$.

The following theorem explains why invariant relations are important for our purposes.

**Theorem 2** (Mili et al. (2009)). We consider a while loop of the form $w$: while $t \{b\}$ on space $S$ that terminates for all initial states, and we let $W$ be the function of this loop, and $R$ be an invariant relation for $w$. Then $W$ refines $R \cap T$.

$b$, and we let $T$ be the vector defined by $T = \{(s,s')|t(s)\}$. We assume that $w$ terminates for all states in $S$, from which we infer that $W$ is total; we discuss in (Mili et al. (2009)) in what sense and to what extent this hypothesis is justified. We present the following definition.

**Definition 1** (Invariant Relations). We consider a while loop of the form $w$: while $t \{b\}$ on space $S$ that terminates for all initial states, and we let $B$ be the function of $b$ and $T$ be defined as $T = \{(s,s')|t(s)\}$. A relation $R$ on $S$ is said to be an invariant relation for $w$ if and only if it satisfies the following conditions:

- Inductive Condition: $R$ is reflexive and transitive.
- Invariance Condition: $T \cap B \subseteq R$.
- Convergence Condition: $RT = L$.

To illustrate this definition, we consider again the factorial program, whose loop is: $w = \text{while } (k!=n+1) \{f=f*k; k=k+1\}$. We consider again the relation

$$R = \{(s,s')\frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\},$$

where we use $f$, $k$ as shorthands for $f(s)$, $k(s)$, and $f'$, $k'$ as shorthands for $f(s')$, $k(s')$, and we check that this relation satisfies the conditions of the definition:

- Inductive condition: $R$ is clearly reflexive and transitive.
- Invariance condition: if $k \neq n+1$ and $f' = f \times k$ and $k' = k + 1$, then $\frac{f'}{(k'-1)!} = \frac{f}{(k-1)!}$. Hence $T \cap B$ is a subset of $R$.
- Convergence condition: $RT = \{(s,s')\frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\} \circ \{(s,s')|k = n+1\} = \{(s,s')|\exists s^n : \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!} \wedge k^n = n' + 1\} = \{(s,s')|\exists s^n : f'' = \frac{n^n+1}{(k-1)!} \wedge k'' = n'' + 1\} = L$.

To give an intuitive understanding of invariant relations, we offer below two possible interpretations, ignoring for a moment the convergence condition (which is related to the hypothesis that $w$ terminates for all initial states):

- **The Invariant Relation as an Approximation of $(T \cap B)^*$.** We have proven in (Mili et al. (2009)) that the function of the loop can be written as $W = (T \cap B)^* \cap \overline{T}$. In practice, we cannot use this formula to compute the function of a loop because it is generally impossible to derive the reflexive transitive closure of $(T \cap B)$. Now, an invariant relation is a reflexive transitive superset of $(T \cap B)$; as such, it is an approximation of the reflexive transitive closure of $(T \cap B)$, which is by definition the smallest reflexive transitive superset of $(T \cap B)$.

- **The Invariant Relation as an Inductive Argument.** The reflexivity and transitivity of $R$ can be used as (respectively) the basis of induction and the inductive step of an inductive proof to the effect that any pair of states $(s, s')$ such that $s'$ is obtained from $s$ by application of an arbitrary number of iterations, is in $R$. While this holds for any pair $(s, s')$, it holds in particular for the pair made up of the initial state $s$ and the final state $s'$.

The following theorem explains why invariant relations are important for our purposes.

**Theorem 2** (Mili et al. (2009)). We consider a while loop of the form $w$: while $t \{b\}$ on space $S$ that terminates for all initial states, and we let $W$ be the function of this loop, and $R$ be an invariant relation for $w$. Then $W$ refines $R \cap T$. 
We refer to $U = R \cap \widehat{T}$ as a lower bound of $W$; note that $R \cap \widehat{T}$ is nothing but the post-restriction of $R$ to $t$. As we recall, the lattice of refinement has no universal upper bound, and the maximal elements of this lattice are total deterministic relations. Also, because we are dealing with deterministic languages, and because we assume that the while loop terminates for all its initial states, we can infer that $W$ is total and deterministic, hence it is maximal in the refinement lattice. As such, it can be approximated by means of lower bounds; in other words, this theorem is interesting because it enables us to derive a lower bound of $W$ from any invariant relation of the while loop. Furthermore, if we can find invariant relations $R_1, R_2, R_3, \ldots, R_k$, and use them to derive lower bounds $U_1, U_2, U_3, \ldots, U_k$, then $U_1, U_2, U_3, \ldots, U_k$ have an upper bound, namely $W$, hence they do have a least upper bound, which we write as

$$U = U_1 \sqcup U_2 \sqcup U_3 \sqcup \ldots \sqcup U_k.$$ 

Because $W$ is an upper bound of all the $U_i$’s, it is an upper bound of their join, i.e. $W \supseteq U$. If $U$ is total and deterministic, then $W = U$, since the only upper bound to a maximal element is the element itself. If $U$ is not total and deterministic, then it is the best approximation we could compute for $W$, given the invariant relations we are able to find.

To illustrate this process, we consider again the factorial example, and we let $R_1$ be the invariant relation we had already identified, i.e.

$$R_1 = \{(s, s')| \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\}.$$ 

From this relation, we derive a lower bound for $W$, which is

$$U_1 = R_1 \cap \widehat{T} \quad \{ \text{ Theorem 2 } \}$$

$$= \{(s, s')| \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\} \cap \{(s, s')| k' = n' + 1\}$$

$$= \{(s, s')| \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!} \land k' = n' + 1\}$$

This relation is not deterministic, since we have three variables to determine, $n', f', k'$, but only two equations. Hence we must find other invariant relations; we propose,

$$R_2 = \{(s, s')| n = n'\},$$

$$R_3 = \{(s, s')| k \leq k'\}.$$ 

Note that these relations are reflexive and transitive, and they are both supersets of the loop body function; we do not detail the convergence condition, though it too is verified.

From these invariant relations we derive lower bounds $U_1$ and $U_2$, and find:

$$U_2 = \{(s, s')| n = n' \land k' = n' + 1\},$$

$$U_3 = \{(s, s')| k \leq k' \land k' = n' + 1\}.$$
Taking the join of \( U_1, U_2, \) and \( U_3, \) which in this case is the intersection (because the three relations have the same domain), we find:

\[
U = \{(s, s')| n = n' \land k \leq k' \land \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!} \land k' = n' + 1\},
\]

which can be simplified to

\[
U = \{(s, s')| k \leq n + 1 \land n' = n \land f' = \frac{f \times n}{(k-1)!} \land k' = n + 1\}.
\]

Given that we have defined the space of our program by natural variables \( n, f, k, \) such that \( k \leq n + 1, \) that clause needs not be cited in the definition of \( U, \) hence we write:

\[
U = \{(s, s')| n' = n \land f' = \frac{f \times n}{(k-1)!} \land k' = n + 1\}.
\]

Because this is a total deterministic relation, it is maximal in the refinement lattice, hence from \( W \supseteq U, \) we infer \( W = U, \) whence

\[
W = \{(s, s')| n' = n \land f' = \frac{f \times n}{(k-1)!} \land k' = n + 1\}.
\]

Hence, given enough (and sufficiently refined) invariant relations, we can approximate or compute the function of the loop —which raises the question: How do we compute invariant relations? Invariant functions, discussed below, are an important part of the answer to this question.

**Definition 3 (Invariant Functions).** We consider a while loop of the form \( w: while t \{b\} on space S \) that terminates for all initial states, and we let \( B \) be the function of \( b \) and \( T \) be defined as \( T = \{(s, s')|t(s)\}. \) A function \( V \) on \( S \) is said to be an invariant function for \( w \) if and only if it is total and satisfies the condition: \( T \cap V = T \cap BV. \)

Intuitively, an invariant function is one that takes the same value before and after application of \( (T \cap B) \), i.e. application of \( B \) when \( t \) holds.\(^1\) To illustrate the concept of invariant functions, we offer the following examples:

\[
V_1 \begin{pmatrix} n \\ f \\ k \end{pmatrix} = \begin{pmatrix} n \\ \frac{f}{(k-1)!} \\ 0 \end{pmatrix},
\]

\[
V_2 \begin{pmatrix} n \\ f \\ k \end{pmatrix} = \begin{pmatrix} n \\ 0 \\ 0 \end{pmatrix}.
\]

\(^1\) Note incidentally that an invariant assertion, in the sense of (Hoare (1969)), is not a boolean-valued invariant function, since an invariant assertion may be false before application of the loop body and become true afterwards: consider the assertion \( x > 0 \) in the loop \( while (x<100) \) do \( \{x=x+1\}. \) This leads us to suggest that a better name for invariant assertions is: monotonic assertions.
To check that these are invariant functions, we write function $B$:

$$B \begin{pmatrix} n \\ f \\ k \end{pmatrix} = \begin{pmatrix} n \\ f \times k \\ k + 1 \end{pmatrix}.$$ 

We leave it to the reader to check, easily, that under the condition $t(s)$, we have $V_1(B(s)) = V_1(s)$ and $V_2(B(s)) = V_2(s)$, whence $V_1$ and $V_2$ are invariant functions.

The question that we raise now is: why do we need invariant functions? The following theorem answers this question.

**Theorem 4** (Jilani et al. (2010)). We consider a while loop of the form $w: \texttt{while} \ t \ \{b\}$ on space $S$ that terminates for all initial states.

- If $V$ is an invariant function for $w$, then the nucleus of $V$ (i.e. $\mu(V) = V \bar{V}$) is an invariant relation for $w$.
- If $R$ is a symmetric invariant relation for $w$, then there exists an invariant function $V$ of $w$ whose nucleus is $R$.

According to this theorem, we can derive an invariant relation from any invariant function; this is interesting, since in practice it is easy to find invariant functions (Mili et al. (1985)). But the question that arises then is: do invariant functions allow us to cover the set of all the invariant relations? This theorem provides that all invariant relations that are symmetric (in addition to being reflexive and transitive) are the nuclei of some invariant function, which is fair since the nucleus of a function is necessarily symmetric. Hence by focusing on finding invariant functions we can derive all the symmetric invariant relations of a loop; we will need alternative means to derive antisymmetric invariant relations. As we recall, an invariant relation contains pairs of the form $(s, s')$ such that $s'$ follows $s$ by an arbitrary number of iterations; symmetric relations make no ordering between $s$ and $s'$, either one could precede the other; whereas antisymmetric relations do specify that $s$ precedes $s'$.

As an illustration, we consider again the factorial program and we submit that invariant relation $R_1$ (presented above) is the nucleus of invariant function $V_1$, and that invariant relation $R_2$ is the nucleus of invariant function $V_2$. As for invariant relation $R_3$, it is not symmetric, hence cannot be written as the nucleus of an invariant function. In practice, symmetric invariant relations carry a lot more information about the function of the loop (as illustrated by relations $R_1$, $R_2$, and $R_3$ above); nevertheless, we will deploy both types, as needed.

To summarize the foregoing discussion, we can derive the function of a while loop by proceeding through the following sequence: we derive invariant functions (by inspection), from which we derive invariant relations (by taking the nuclei of invariant functions), from which we derive lower bounds (by post-restricting invariant relations to $\neg t$), from which we derive the function of the loop or an approximation thereof (by taking the join of all the lower bounds and checking for totality and determinacy).
4. Computing Loop Functions

In this section we discuss the design and implementation of an automated tool that computes or approximates the function of a loop from an analysis of its source code. Our tool proceeds in three steps:

- **From Source Code to Relational Form: cpp2cca.** The purpose of this step is two-fold: First, to map the source code into a uniform internal notation, that is independent of the programming language, so that subsequent steps can be reused for any programming language. Second, to prepare the loop for the generation of invariant relations, which takes place in the next step. As we recall, an invariant relation of a loop is a superset of the function of its loop body. In order to facilitate the search for invariant relations, we rewrite the function of the loop body as an intersection of relations, say

\[ B = B_1 \cap B_2 \cap B_3 \cap \ldots \cap B_m. \]

Once \( B \) is written in this form, we can find supersets of \( B \) by taking a superset of \( B_1 \), or by taking a superset of \( B_1 \cap B_2 \), or by taking a superset of \( B_1 \cap B_2 \cap B_3 \), etc. If we consider a loop body that is made up of a sequence of assignment statements, we can rewrite it as an intersection by eliminating the sequential dependencies between statements and writing, for each program variable, the cumulative effect of all relevant assignment statements. We obtain what is called concurrent assignments, or more generally conditional concurrent assignments (abbreviated: CCA) (Collins et al. (2005); Hevner et al. (2005)), although conditions will appear only when we consider conditional statements, in section 5. This step maps source code (in, say, C++) into CCA code (file extention: .cca), and is carried out by a simple compiler, using standard compiler generation technology.

- **From CCA code to Lower Bounds: cca2mat.** Once the loop body is written as an intersection, we can derive an invariant relation, hence a lower bound for \( W \), by considering one term of the intersection at a time, or two terms of the intersection at a time, or three terms of the intersection at a time. This stepwise strategy is at the heart of our algorithm, in that it allows us to handle potentially large loops (see section 6) by looking at no more than a few CCA statements at a time. We use a pattern matching procedure to generate invariant relations, whereby statements or combinations of statements from the CCA code are matched against pre-stored templates of CCA code for which we also store an invariant relation template. When a match is successful, we instantiate and generate the corresponding invariant relation. The aggregate made up of a template of variable types, code patterns and corresponding invariant relation template is called a recognizer; we distinguish between 1-recognizers, whose code template includes a single CCA statement, 2-recognizers, whose code template includes two CCA statements, and 3-recognizers, whose code template includes three CCA statements. There is nothing magical about the number 3; we stopped at 3 because we found that for the applications we have considered so far, there is no need to look at more than three CCA statements at a time, but we expect to introduce recognizers of size 4 or more as we broaden the scope of application of our tool. With larger recognizer sizes, we expect the algorithm to be more slightly more complex, and significantly more time-consuming. For the sake of illustration, we present below some simple recognizers, that will be needed to solve the factorial example.
<table>
<thead>
<tr>
<th>ID</th>
<th>State Space</th>
<th>CCA Code Pattern</th>
<th>Invariant Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1R1</td>
<td>int n;</td>
<td>n=n</td>
<td>{ (s, s')</td>
</tr>
<tr>
<td>1R2</td>
<td>int k;</td>
<td>k=k+1</td>
<td>{ (s, s')</td>
</tr>
<tr>
<td>2R1</td>
<td>int k, f;</td>
<td>k=k+1</td>
<td>{ (s, s')</td>
</tr>
</tbody>
</table>

It may look to the reader that we produce custom-tailored recognizers for each new loop we encounter; of course, this is not the case. Each recognizer we introduce can be used in any program where its code pattern occurs; recognizers are our way of conveying to the tool the necessary programming knowledge and domain knowledge that it needs to analyze loops. Because the code patterns of the recognizers are small (1 to 3 CCA statements, so far), it is very easy to match them in large programs. In a recent experiment, we ran our tool with its current database of 40 recognizers, to analyze all the loops that we encounter in papers on invariant generation; we were able to compute the function of all the programs we encountered, except two. For the two that we missed, we identified the missing recognizers and are planning to add them.

As to the question of how do we find the invariant relation corresponding to each pattern of CCA statements, this is where we use invariant functions. The question we ask is: what function is preserved when the transformation represented by the CCA statements is applied; once we find the function, say \( V \), we write the invariant relation \( R \) as \( \{ (s, s') | V(s) = V(s') \} \). Another method that we may use if our intuition fails us is to write the recurrence relations represented by the CCA statements then try to solve them by eliminating the recurrence variable. As for antisymmetric invariant relations, they are usually very easy to generate, as shown with recognizer 1R2.

- **Solving the Equations that Characterize Invariant Relations: mat2bn.** The step cca2mat generates invariant relations in the form of equations between initial states (represented by unprimed variable names) and final states (represented by primed variable names). All we have to do now is solve these equations in the primed variables, as a function of the unprimed variables. We carry out this step using Mathematica, © Wolfram Research. If Mathematica produces an expression for each primed program variable, we infer that the relation herein defined is deterministic; if it does so without imposing any condition on unprimed variables, we infer that the relation is also total. Being total and deterministic, the relation is maximal in the refinement lattice, hence it is the function of the loop. Else what we have produced is not the function of the loop but an approximation thereof, the best approximation we can muster with the database of recognizers we have; in that case, the tool offers suggestions for missing recognizers, as we discuss in section 5.

The derivation of the loop function by successive approximations is illustrated in Figure 2; as we identify more and more lower bounds of the loop function, the resulting join climbs in the lattice of refinement; if the join hits the ceiling, we obtain the function of the loop, if not we only obtain an approximation thereof. To illustrate this algorithm, we apply it to the factorial example, where we show the various forms of the loop from its source code form to its functional form.
**Source code, C++:**

```cpp
int n, f, k; while (k!=n+1) {f=f*k; k=k+1;}
```

We assume in fact that $n$, $f$, $k$ are natural and that $k \leq n + 1$.

**Internal representation, CCA:**

```cpp
int n, f, k; while (k!=n+1) {n=n, f=f*k, k=k+1}
```

We make the same assumptions as above.

**Invariant Relations, MAT:**

- Application of recognizer $2R2$ to second and third statements yields:
  \[
  R_1 = \{(s, s') | \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!}\}.
  \]

- Application of recognizer $1R1$ to first statement yields:
  \[
  R_2 = \{(s, s') | n' = n\}.
  \]

- Application of recognizer $1R2$ to third statement yields:
  \[
  R_2 = \{(s, s') | k \leq k'\}.
  \]

Generating Lower Bounds from the invariant relations, and taking the join, we find the following compound lower bound:

\[
U = \{(s, s') | \frac{f}{(k-1)!} = \frac{f'}{(k'-1)!} \land n' = n \land k \leq k' \land k' = n' + 1\}.
\]
• **Loop Function or Approximation**: Solving these equations in the primed variables yields, we find the following formula for the lower bound:

\[ U = (s, s') | n' = n \land f' = f \times \frac{n!}{(k - 1)!} \land k' = n + 1 \].

Because \( U \) is total and deterministic, it is the function of the loop. Hence, we find:

\[ W = (s, s') | n' = n \land f' = f \times \frac{n!}{(k - 1)!} \land k' = n + 1 \].

5. **Non Trivial Program Structures**

5.1. **Non Trivial Control Structures**

One of the key ideas of our algorithm, and the basis of its stepwise analysis strategy, is that we write the function of the loop body as an intersection (which is the CCA form) so that we can derive invariant relations for the loop by looking at arbitrarily partial information (i.e. arbitrarily few CCA statements) at a time. The trouble with this approach is that we do not usually get to choose what form the function of the loop body: for example, if the loop body includes if-then-else statements, then the outermost structure of its function is a union, not an intersection. We have two approaches to this problem, which we discuss in turn.

5.1.1. **Merging Invariant Relations**

We consider a while loop whose loop body is written in the CCA notation as a set of conditional concurrent assignments:

```plaintext
while t
   {(cond1) -> {a11, a12, a13, ..., a1k},
    (cond2) -> {a21, a22, a23, ..., a2k},
    (cond3) -> {a31, a32, a33, ..., a3k},
    ...         ...         ...
    (condh) -> {ah1, ah2, ah3, ..., ahk}
}
```

The first thing we need to acknowledge is that the conditions can be used to generate stronger invariant relations than we would generate by looking only at the concurrent assignment statements. Consider for example the conditional concurrent assignment statements:

\( (x%2==0) \rightarrow \{x=x/2, y=2*y\} \)

where \( x \) and \( y \) are natural variables. Given that the division of \( x \) by 2 takes place for even values of \( x \), it produces no remainder, hence we can say that the product of \( x \) by \( y \) is preserved by these conditional concurrent assignments; i.e. we could generate the invariant relation \((s, s')|xy = x'y'\). Without the condition that \( x \) is even we cannot ensure the preservation of \( xy \), as one can easily verify with \( x = 5 \) and \( y = 2 \): before the concurrent assignments, \( x = 2 \) and \( y = 4 \), hence \( xy = 8 \).

Whereas the intersection structure allowed us to generate invariant relations locally, by looking at few terms of the intersection at a time, the union structure does not allow such luxury: in order to prove that a relation \( R \) is a superset of the union, we have to prove that it is a superset of each term of the union, which precludes the stepwise approach that we have taken before. Hence we proceed as follows:
We define conditional recognizers, which include, in addition to the variable declarations and statement templates, a condition under which the statements are applied. The corresponding invariant relation template is then generated according to the statements at hand, and the condition under which the statements are applied. These recognizers are applied to statements of the same branch, not to statements across branches.

We consider that there is a match between a conditional recognizer and an actual code instance if and only if the variable declarations and concurrent statements of the CCA code match the variable declarations and statement template of the recognizer, and if the condition of the CCA code logically implies the condition of the recognizer.

We match each branch of the conditional loop body separately, using the conditional recognizers, and end up with a reflexive transitive superset of each branch. Let’s call these relations $R_1, R_2, R_3, ..., R_h$: the union of these relations is a superset of the loop body, and it is reflexive, but it is not transitive (the union of transitive relations is not necessarily transitive). We discuss below how to derive an invariant relation of the loop from relations $R_1, R_2, R_3, ..., R_h$.

We have devised a method for extracting an invariant relation from a set of relations $R_1, R_2, R_3, ..., R_h$ obtained from applying the conditional recognizers to the $h$ branches of the loop body. We discuss this method for two branches, then generalize its application to a larger number of branches. Let the loop body be composed of two CCA branches, and let $B_1$ and $B_2$ be the functions of these branches. Let $R_1$ and $R_2$ be derived from these two branches, respectively; by construction, we know that $R_1$ is a superset of $B_1$ and $R_2$ is a superset of $B_2$: also, since they have been generated by recognizers, relations $R_1$ and $R_2$ are the intersections of several reflexive and transitive relations, which we write as,

\[
R_1 = R_{11} \cap R_{12} \cap R_{13} \cap ... \cap R_{1m},
\]

\[
R_2 = R_{21} \cap R_{22} \cap R_{23} \cap ... \cap R_{2n}.
\]

We consider the following derivation, which produces a reflexive transitive superset of $T \cap B$:

\[
T \cap B \subseteq B
\]

\[
\subseteq \{ \text{structure of } B \text{ as the union of two branches } \}
\]

\[
B_1 \cup B_2
\]

\[
\subseteq \{ \text{by construction of } R_1 \text{ and } R_2, \text{ as discussed above } \}
\]

\[
R_1 \cup R_2
\]

\[
= \{ \text{idempotence } \}
\]

\[
(R_1 \cup R_2) \cap (R_1 \cup R_2)
\]

\[
= \{ \text{substitution } \}
\]

\[
((R_{11} \cap R_{12} \cap R_{13} \cap ... \cap R_{1m}) \cup R_2) \cap
R_1 \cup (R_{21} \cap R_{22} \cap R_{23} \cap ... \cap R_{2n})
\]

\[
= \{ \text{distributivity } \}
\]

\[
(R_{11} \cup R_2) \cap (R_{12} \cup R_2) \cap (R_{13} \cup R_2) \cap ... \cap (R_{1m} \cup R_2) \cap
(R_1 \cup R_{21}) \cap (R_1 \cup R_{22}) \cap (R_1 \cup R_{23}) \cap ... \cap (R_1 \cup R_{2n})
\]
The relations generated by the recognizers for the two branches are:

- \( R_{11} \cap R_{12} \cap (R_{13} \cup R_2) \cap ... \cap (R_{1m} \cup R_2) \cap R_{21} \cap R_{22} \cap (R_1 \cup R_{23}) \cap ... \cap (R_1 \cup R_{2n}) \)

\[ \subseteq \{ \text{An intersection grows larger as we delete terms thereof} \} \]

Let \( R \) be defined as \( R = R_{11} \cap R_{12} \cap R_{21} \cap R_{22} \). According to the derivation above, \( R \) is a superset of \( T \cap B \); on the other hand, \( R \) is the intersection of several relations that are generated by recognizers, hence are by construction reflexive and transitive; the intersection of reflexive and transitive relations is likewise reflexive and transitive. We admit that \( R \) also satisfies the convergence condition (all relations generated by recognizers do); hence \( R \) thus constructed is an invariant relation of the loop.

We need to explain some steps above: after the distributivity step, we obtain the intersection of several terms of the form \((R_1 \cup R_{2j})\) or \((R_2 \cup R_{1j})\); we review each one of these terms and check whether the term of the union that represents a complete branch \((R_1 \text{ or } R_2)\) is a subset of the other term (that represents a clause of the other branch); if it is, then the union can be simplified to the second term. In the derivation above, we assumed the following inclusions, \( R_2 \subseteq R_{11}, R_2 \subseteq R_{12}, R_1 \subseteq R_{21}, R_1 \subseteq R_{22}, \) and we simplified the unions accordingly (when one term of the union is a subset of the other, the union equals the larger set). In the subsequent step, we simply delete all the terms of the intersection that contain a union, because we cannot ensure that they are transitive. Once we delete all the terms that have a union, we are left with the intersection of terms that are known to be reflexive and transitive.

We have automated this step by writing a Mathematica program \((\text{Merge})\) that merges \( R_1 \) and \( R_2 \) into an invariant relation; this program does all the list processing involved, and checks automatically for the inclusion relations. It produces a set of equations in \( R \) that are generated by recognizers, hence are by construction reflexive and transitive; the intersection of reflexive and transitive relations is likewise reflexive and transitive.

The CCA version of this loop is written as:

\[
\text{while } (y!=1) \{ \text{if } (y\%2==0) \{ y=y/2; x=2*x; \} \text{ else } \{ y=y-1; z=z+x\} \}.
\]

The relations generated by the recognizers for the two branches are:

- \( R_1 = \{(s,s')|z=z' \land xy = x'y' \land x \times 2^{[\log_2(y)]} = x' \times 2^{[\log_2(y')]}\} \)
- \( R_2 = \{(s,s')|x = x' \land z + xy = z' + x'y' \land [\log_2(y)] = [\log_2(y')]\} \)

We let

- \( R_{11} = \{(s,s')|z = z'\} \)
- \( R_{12} = \{(s,s')|xy = x'y'\} \)
- \( R_{13} = \{(s,s')|x \times 2^{[\log_2(y)]} = x' \times 2^{[\log_2(y')]}\} \)
- \( R_{21} = \{(s,s')|x = x'\} \)
- \( R_{22} = \{(s,s')|z + xy = z' + x'y'\} \) and
• $R_{23} = \{(s, s')|\lfloor \log_2(y) \rfloor = \lfloor \log_2(y') \rfloor \}$.

We then write $R_1 \cup R_2$ as:

$$R_1 \cup R_2 = f$$

substitution, factorization $g$

$$R_1 \cup R_2 = f$$

because $R_1 \subseteq R_2$

$$R_1 \cup R_2 = f$$

because $R_2 \subseteq R_1$

$$R_1 \cup R_2 = f$$

because $R_2 \subseteq R_1$

$$R_1 \cup R_2 = f$$

deleting terms that contain a union

$$R_{22} \cap R_{13}.$$

Whence we find the following invariant relation:

$$R = R_{22} \cap R_{13} = \{(s, s')|z + xy = z' + x'y' \land x \times 2^{\lfloor \log_2(y) \rfloor} = x' \times 2^{\lfloor \log_2(y') \rfloor} \land y' = 1\}.$$  

From this invariant relation, we derive a lower bound for the loop function by taking the post restriction to $(y = 1)$, which yields:

$$U = \{(s, s')|z + xy = z' + x'y' \land x \times 2^{\lfloor \log_2(y) \rfloor} = x' \times 2^{\lfloor \log_2(y') \rfloor} \land y' = 1\}.$$  

We rewrite this relation in such a way as to highlight the expressions of primed variables:

$$U = \{(s, s')|z' = x \times 2^{\lfloor \log_2(y) \rfloor} \land y' = 1 \land z' = z + xy - x \times 2^{\lfloor \log_2(y) \rfloor}\}.$$  

Because this is a total deterministic relation, it is actually the function of the loop. Hence we write:

$$W = \{(s, s')|z' = x \times 2^{\lfloor \log_2(y) \rfloor} \land y' = 1 \land z' = z + xy - x \times 2^{\lfloor \log_2(y) \rfloor}\}.$$  

We have tested this loop against an oracle formed from this function, varying each of the variables $x, y, z$ over a range of 100 values, for a total test size of a million; all the tests were successful.

As a second example, we consider a slightly more complex example, with more complicated arithmetic, and three branches:

```c
int main ()
{
    int x, y, z, t, v, w;
    while (x!=1)
    {
        if (x%4==0) {x=x/4; y=y+2; t=t*4; v=pow(v,4);}
        else if (x%2==0) {x=x/2; y=y+1; t=t*2; v=pow(v,2);}
        else {x=x-1; z=z+t; w=w*v;}
    }
}
```

Using the conditional recognizers listed in table 1, our tool produce the following function for this loop.
<table>
<thead>
<tr>
<th>ID</th>
<th>State Space</th>
<th>Condition</th>
<th>Code Pattern</th>
<th>Invariant Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1R3</td>
<td>int x; x mod 2 = 1</td>
<td>x=x-1</td>
<td>{(s, s')</td>
<td>[log_2(x)] = [log_2(x')] }</td>
</tr>
<tr>
<td>2R12</td>
<td>int x, y; x mod 2 = 0</td>
<td>x=x/2 y=y+1</td>
<td>{(s, s')</td>
<td>y + log_2(x) = y' + log_2(x') }</td>
</tr>
<tr>
<td>2R13</td>
<td>int x, y; x mod 4 = 0</td>
<td>x=x/4 y=y+2</td>
<td>{(s, s')</td>
<td>y + log_2(x) = y' + log_2(x') }</td>
</tr>
<tr>
<td>2R14</td>
<td>int x, y; x mod a = 0</td>
<td>x=x/a y=y</td>
<td>{(s, s')</td>
<td>xlog_2(y) = x'log_2(y') }</td>
</tr>
<tr>
<td>2R15</td>
<td>int x; int y; const int a, b;</td>
<td>true x = x^a y = y^b</td>
<td>{(s, s')</td>
<td>b.log_a(ln(x)) - y = b.log_a(ln(x')) - y' }</td>
</tr>
<tr>
<td>2R16</td>
<td>int x, y; const int a, b;</td>
<td>true x=x+a y=by</td>
<td>{(s, s')</td>
<td>y = \frac{y'}{b} }</td>
</tr>
<tr>
<td>3R4</td>
<td>int x, y, z; const int a, b;</td>
<td>true x=x-a y=y+b^z z=z</td>
<td>{(s, s')</td>
<td>z = z' \wedge ay + bxz = ay' + bx'z' }</td>
</tr>
<tr>
<td>3R5</td>
<td>int x, y, z; const int a;</td>
<td>true x=x-a y^*z z=z</td>
<td>{(s, s')</td>
<td>z = z' \wedge a.log_2(y) + x.log_2(z) = a.log_2(y') + x'.log_2(z') }</td>
</tr>
</tbody>
</table>

Table 1. Conditional Recognizers

\[ W = \left\{ \begin{array}{l}
    x' = 1 \wedge y' = y + \lfloor \log_2(x) \rfloor \wedge t' = t \times 2^{\lfloor \log_2(x) \rfloor} \\
    (s, s') \quad \nu' = \nu^{2^{\lfloor \log_2(x) \rfloor}} \wedge \omega' = \omega \times \nu^{x-2^{\lfloor \log_2(x) \rfloor}} \\
    z' = z + tx - t \times 2^{\lfloor \log_2(x) \rfloor} 
\end{array} \right\} \]

5.1.2. Composing Invariant Relations

One issue in the algorithm presented above concerns us: when we delete all the terms of the form \((R_i \cup R_{jh})\) that do not simplify to \(R_{jh}\), we may be inadvertently deleting too much information, hence making it impossible to compute the function of the loop (or as good an approximation as we could). Interestingly, this has not happened to us so far: in all the examples we have worked through so far, this algorithm was able to derive an invariant relation of the loop without loss of information. But we are not prepared to assume that we should always be so lucky; in this section, we consider an alternative venue, articulated in the following theorem.

**Theorem 5.** We consider a while loop of the form \(w: \textbf{while } t \{b\} \textbf{ on space } S \) that terminates for all initial states, and we let \(B\) be the function of \(b\); we assume that \(B\) can be written as the union of two terms, say \(B = B_1 \cup B_2\). If we let \(R_1\) be a reflexive transitive superset of \(B_1\) and \(R_2\) a reflexive transitive superset of \(B_2R_1\) then \(R_1R_2\) is an...
invariant relation for \( w \), provided it is transitive and satisfies the convergence condition, i.e. \( R_1 R_2 T = L \).

As an illustration of this theorem, we consider the first loop discussed in the previous section and derive an invariant relation for it using the formula proposed therein.

```cpp
while (y != 1) {if (y%2 == 0) {x=x/2; y=2*y ;} else {y=y-1; z=z+x;}}
```

We find that the function of the loop body can be written as the union of two terms,

\[
B_1 = \{(s, s')| y \mod 2 = 0 \land x' = x/2 \land y' = 2 \times y \land z' = z\}
\]

\[
B_2 = \{(s, s')| y \mod 2 \neq 0 \land x' = x \land y' = y - 1 \land z' = z + x\}
\]

We apply theorem 5 to this loop, whose first step involves finding a reflexive transitive superset of \( B_1 \). Using the conditional recognizers listed in table 1, we find the following relation that is a reflexive transitive superset of \( B_1 \):

\[
R_1 = \{(s, s')| z = z' \land xy = x'y' \land x \times 2^{|log_2 y|} = x' \times 2^{|log_2 y'|}\}
\]

According to Theorem 5, we must now find a relation \( R_2 \) that is a reflexive transitive superset of \( B_2 R_1 \); to this effect, we compute \( B_2 R_1 \).

\[
B_2 R_1 = \{(s, s')| y \mod 2 \neq 0 \land x' = x \land y' = y - 1 \land z' = z + x\}
\]

\[
\circ \{(s, s')| z = z' \land xy = x'y' \land x \times 2^{|log_2 y|} = x' \times 2^{|log_2 y'|}\}
\]

\[
\subseteq \{(s, s')| y \mod 2 = |log_2 y| \land x' = x \land z + xy = z' + x'y' \land y \geq y'\}
\]

\[
\circ \{(s, s')| z = z' \land xy = x'y' \land x \times 2^{|log_2 y|} = x' \times 2^{|log_2 y'|}\}
\]

\[
\subseteq \{(s, s')| \exists \ z'' : |log_2 (y) = |log_2 (y''| \land x'' = x \land z + xy = z'' + x'y'' \land y \geq y''\}
\]

\[
\exists \ z'' : |log_2 (y) = |log_2 (y''| \land x'' = x \land z + xy = z'' + x'y'' \land y \geq y''\}
\]

\[
\circ \{(s, s')| z + xy = z' + x'y' \land x \times 2^{|log_2 y|} = x' \times 2^{|log_2 y'|}\}
\]

Interestingly, we find the same invariant relation as before; as we recall, this invariant relation will yield the function of the while loop once we post restrict it to \( (y = 1) \).

### 5.2. Non Trivial Data Structures

We consider the following C++ program that operates on some user defined data structure, called `itemtype`, and some aggregate data structure, which is a list of such itemtypes; it is on purpose that we make the code unclear, for reasons that we elucidate below.

```cpp
#include <iostream>
#include <list>
using namespace std;
```
typedef struct {
  int x; float y;
} itemtype;

int main ()
{
  list<itemtype> l1; list<itemtype> l2; list<itemtype> l3;
  l3.clear();
  while(!l1.empty() && !l2.empty())
  {
    if(l1.front().x>l2.front().x)
      {l3.push_back(l1.front()); l1.pop_front();}
    else
      {if (l2.front().x>l1.front().x)
      {l3.push_back(l2.front()); l2.pop_front();}
      else
        {itemtype val;
         val.y = l1.front().y + l2.front().y;
         val.x = l1.front().x; l3.push_back(val);
         l1.pop_front(); l2.pop_front();}}}
  while(!l1.empty())
  {l3.push_back(l1.front()); l1.pop_front();}
  while (!l2.empty())
  {l3.push_back(l2.front()); l2.pop_front();}
}

We use this example to illustrate the premise that computing the function of a loop is a domain-dependent task, in the following sense: computing the function of any program, written in some programming language (say, C++), consists in mapping the program from a domain-neutral representation (the code source) to a domain-specific representation, which expresses the function of the program in terms that are meaningful in the application domain, and that refer to domain concepts, domain abstractions, and domain axiomatizations, more generally to domain knowledge. As long as we were computing the function of numeric programs, this dichotomy between the programming notation and the domain notation was not warranted, because numeric types are a native data type of the programming languages. But for user defined data types, the program must be interpreted in domain-specific terms before its function can be computed. Consider for example that the program written above can be interpreted in three different ways, depending on how we interpret the user defined data type called itemtype.

- **Student Records.** The data structure itemtype represents student records, where $x$ represents the student’s ID and $y$ represents the student’s grade point average. Then lists $l_1$ and $l_2$ represent two class rolls, and the program places in $l_3$ the combined student transcripts.

- **Merchandise Descriptor.** The data structure itemtype represents merchandise, where $x$ represents the article’s ID and $y$ represents the article’s available quantity (we assume that some merchandise may be tallied in volume or in quantity, rather in number of articles). Then lists $l_1$ and $l_2$ represent the stock of two warehouses, and the program places in $l_3$ the combined available stock.

- **Monomial.** The data structure itemtype represents a monomial, where $x$ is the exponent and $y$ is the coefficient of the monomial. Then $l_1$ and $l_2$ represent two polynomials and the program computes the sum of $l_1$ and $l_2$ into $l_3$. 
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• Tuple. The data structure itemize represents a pair \((x, y)\) of a function from integers to reals, and the program computes in \(l3\) the deterministic union of \(l1\) and \(l2\) (where the deterministic union of two functions takes the value of each function outside the domain of the other function, and takes the sum of their values in the intersection of their domains).

In order for an automated tool to begin analyzing this program and deriving its function, it must first determine (with the help of the user) which interpretation to use, out of these four and possibly others. Once an interpretation is chosen, we must:

• Map the program data structures onto the selected data types.
• Reinterpret the program in terms of the selected data type, using domain-specific notations, concepts, and assumptions.
• Upload all the axiomatisations pertaining to the selected data type, to be used for subsequent analysis and transformations.

We refer to this phase as reverse modeling, because it maps data structures to data types, thereby reversing the modeling phase of software design, which maps domain-specific data types to data structures. We envision this phase as taking place early in the stepwise derivation of program functions, whereby the first step is cpp2dom, where the DOM notation is a representation of the program in terms of the selected domain. This step is followed by dom2cca, that maps the code into CCA notation, and the stepwise transformation proceeds as discussed in section 4, only with a domain-specific notations (involving domain-specific data types, and associated operations, axiomatizations, abstractions, notations, etc) rather than programming notations (involving native data structures and native operations). As an illustration of the cpp2dom transformation, we consider again the cryptic program given above, and we reinterpret it on the basis that itemtype represents monomials and list<itemtype> represents polynomials. Also, we introduce the following notations:

• The degree of a polynomial is the highest exponent of the polynomial.
• The top of a polynomial is the monomial of highest exponent.
• The tail of a polynomial is the polynomial we obtain by deleting the monomial of highest degree.
• Function addmonomial appends a monomial of lower exponent to a polynomial whose monomials all have higher exponents.

```c++
#include <iostream>
#include <list>
using namespace std;
typedef struct
  {int exponent; float coefficient;}
  monomial;
typedef list<monomial> polynomial;
int main ()
{polynomial l1; polynomial l2 ; polynomial l3;
l3.clear();
while( !l1.empty() && !l2.empty() )
  if (degree(l1)>degree(l2))
    {addmonomial(l3,top(l1)); l1=tail(l1);}
  else
    {if (degree(l2)>degree(l1))
      {addmonomial(l3,top(l2)); l2=tail(l2);}
else
    {monomial val;
     val.coefficient = top(l1).coefficient + top(l2).coefficient;
     val.exponent = top(l1).coefficient;
     addmonomial(l3,val);
     l1=tail(l1); l2=tail(l2);}
}
while(!l1.empty())
    {addmonomial(l3,top(l1)); l1=tail(l1);}
while (!l2.empty())
    {addmonomial(l3,top(l2)); l2=tail(l2);}
}

Subsequent steps involve mapping this program to CCA format by eliminating sequential dependencies, then generating invariant relations by means of polynomial-specific recognizers, then solving the equations that result from the invariant relations by a combination of a theorem prover and an algebraic system, using domain knowledge as needed. We are currently exploring the automation of these steps for selected application domains.

6. Non Trivial Size

Whereas in the previous section we have considered complex programs, in this section we consider large programs. Two obvious issues arise when we are dealing with large programs:

- First, the combinatorial explosion that results from trying to match $p$ ($p=1, 2, 3$) statements of the loop body out of $N$ statements, against $K$ recognizers, trying in turn all permutations of the statements. The number of operations required for this task is bound by $O\left(\frac{N!}{(N-p)!} \times K \times p!\right)$. For small values of $p$ (currently 3), $p!$ is a small constant, and the expression above is linear in $K$; hence the factor that we must focus on is $\frac{N!}{(N-p)!}$. A simple observation enables us to scale that factor down from $N^p$ to $N$: We observe that recognizers reflect the property that the statements they involve are executed an equal number of times; for example, a recognizer that links statements st1 and st2 is merely saying that these two statements are executed the same number of times. We let $G$ be the graph whose nodes are the CCA statements of the loop body, and we let there be an arc between two nodes of this graph if and only if we have matched a recognizer against the statements representing these nodes. Because the relation "being executed the same number of times" is transitive, it is not necessary to build a complete graph on the nodes representing CCA statements (by matching all the pairs of statements or triplets of statements by a recognizer); rather, it is sufficient to build a connected graph on this set of nodes. For a set of $N$ nodes, $N-1$ arcs are sufficient to make the graph connected.

Hence, as we try to match combinations of CCA statements against recognizers, we maintain a graph $G$ that represents direct connections between statements and a graph $G^*$ that represents transitive links between statements. We use these graphs as follows: whenever a match between between a 2-recognizer and two statements, say $i$ and $j$, is successful, we place 1 in $G(i,j)$ and $G(j,i)$; also, whenever a match between a 3-recognizer and three statements, say $i$, $j$, and $k$ is successful, we place 1 in $G(i,j)$, $G(j,k)$, $G(j,i)$, and $G(k,j)$. Also, after each successful match, we update $G^*$ as the
transitive closure of $G$, and we stop as soon as $G^*$ is full. On the other hand, if $G^*$ is not full, we only try to match those pairs of statements that have 0 in $G^*$. This simple device reduces the computing time of our algorithm for generating invariant relations, and makes it easier and faster for Mathematica to solve the equations we generate, since we generate significantly fewer equations.

- Second, When we exhaust all our available recognizers and still cannot fill graph $G^*$, we conclude that it is because we are missing recognizers for the loop at hand. In that case, our tool uses matrix $G^*$ to offer suggestions for the statements that ought to be linked by recognizers. Whenever $G^*$ has a zero in some entry, say $G^*(i,j)$, the system proposes the pair of statements $(i,j)$ as a candidate for a 2-recognizer; also, whenever $G^*$ has two zeros in the same row or the same column, say $G^*(i,j)$ and $G^*(i,k)$, then the system proposes the triplet $(i,j,k)$ as a possible candidate for a 3-recognizer. Note that the system may propose a large number of candidates for recognizers; it does not mean that we have to generate one recognizer for each; the minimal number of required recognizers is determined by the number of connected components in $G^*$: if this graph has 3 connected components, e.g., then one 3-recognizer or two 2-recognizers may be enough to make it connected.

To illustrate the ability of our system to handle loops of non-trivial size, we consider the following C++ program; this program has 5 integer constants, 9 integer variables, 18 real scalar variables, two real arrays, and two lists; the loop body of this program has 35 assignment statements; we let fact() be defined as the factorial function, and let pow be defined as the power function.

```c++
#include <iostream>
#include <list>
#include <math.h>
using namespace std;
int Fact (int z)
int main()
{
    const int ca; const int cb; const int cd; const int ce; const int cN;
    int i, j, k, h, y, m, n, q, w;
    float ma, st, ut, x1, x2, t, p, n, g, r, s, u, v, z, ta, ka, la, uv;
    list <int> l1; list <int> l2;
    float aa[]; float ab[];
    while (l2.size()!=0)
    {
        r=pow(i,5)+r; s=s+2*u; k=ca*h+k; la=pow(x1,j)/Fact(j) + la;
        11.push_back(l2.front()); h=h+j; m=m+1; j=j+i; g=g-15*cd;
        q=1+2*i+q; ma=ka-ma; y=y+i; n=n-i; i=i+1; st=st+aa[i]; x2=x2-8;
        j= j-i; w=4*w; ut=ut+ab[j]; n=n+y; ma=(cd+1)*ka - ma; ka=ka-1;
        ta=pow(ta,3); x2=2+x2/4; y=3+y-i; z=8*t+z; t=t+2*j; ka=3+3*ka;
        w=cd+/2; p=2*pow(p,3); m=2*m-2; n=2+(n-y)/2; s=(cb-2)*u+s;
        h=h-1+cb-j; g=3+cd+g/5; v=pow(v,4); u=ca+u; uv=pow(uv,5);
        t= 4*t-8*j; 12.pop_front();
    }
}
```

Table 2 represents the recognizers that were used to analyze this program. The resulting function is given in Figure 3, where $sl2$ represents the size of list $l2$, and $\Gamma$ is Euler's...
Gamma function, defined as follows:

$$\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt.$$  

$$\Gamma(a, z) = \int_z^\infty t^{a-1} e^{-t} dt.$$  

Recognizers 2R9 and 2R10 are due to a benchmark of Aligator’s Demo (Group (2010)). Recognizer 3R3 is generated using Taylor series of the exponential function; we initially write the invariant relation corresponding to the code pattern of 3R3 as:

$$y + \sum_{k=1}^{i} \frac{x^k}{k!} = y' + \sum_{k=1}^{i'} \frac{x^k}{k!},$$

which we rewrite as

$$y + \sum_{k=1}^{i} \frac{x^k}{k!} - \sum_{k=i+1}^{\infty} \frac{x^k}{k!} = y' + \sum_{k=1}^{i'} \frac{x^k}{k!},$$

then we replace the term $$\sum_{k=i+1}^{\infty} \frac{x^k}{k!}$$ by its Taylor formula; so, while the invariant relation of recognizer 3R3 does not appear to be, it is actually reflexive and transitive (as well as symmetric). This explains where the exponential function and the Gamma function come from in the function of this loop.

7. Concluding Remarks

7.1. Summary

In this paper we have presented the concept of invariant relations, and shown how this concept can help us in analyzing the functional properties of while loops in a deterministic C-like language. In particular we have shown how we can use invariant relations to derive or approximate the function of a while loop, and discussed the issue of scaling up by considering how to deal with complex control structures, complex data structures, and large size programs. A key pillar of our approach is the artifact of recognizer, which generates invariant relations by matching source code configurations against pre-catalogued code patterns for which we know an invariant relation. In our approach, recognizers are the artifact that we use to codify programming knowledge and domain knowledge, without which no analysis of source code is possible. The scope of application of our approach depends critically, for better or for worst, on the contents of our database of recognizers. To deploy our approach in a particular domain, we need to enter domain-specific recognizers, that capture domain knowledge in the form of domain abstractions, domain concepts, domain axioms, etc; in addition to a core set of domain independent recognizers that capture general programming language attributes.

It is noteworthy that the effectiveness of our approach does not increase linearly with the size of our recognizer database, but combinatorially: each new recognizer can be combined with all the existing recognizers to support an ever increasing range of code configurations. Also, because our approach proceeds by pattern matching, it can deal
<table>
<thead>
<tr>
<th>ID</th>
<th>State Space</th>
<th>Code Pattern</th>
<th>Invariant Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1R1</td>
<td>int x;</td>
<td>x=x+1</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td>1R2</td>
<td>int x;</td>
<td>x=x+1</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td>2R1</td>
<td>int x,y;</td>
<td>x=x+a, y=y+b</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b;</td>
<td></td>
<td>( { (s,s')</td>
</tr>
<tr>
<td>2R2</td>
<td>int x,y;</td>
<td>x=x+a</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b;</td>
<td></td>
<td>y=by</td>
</tr>
<tr>
<td>2R3</td>
<td>int x,y;</td>
<td>x=ax + b</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b;</td>
<td></td>
<td>y=y+c</td>
</tr>
<tr>
<td>2R4</td>
<td>int x,y;</td>
<td>x=x+a</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a;</td>
<td>y=y+1</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td>2R5</td>
<td>real x; int y;</td>
<td>x=\frac{a}{b}x</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b;</td>
<td></td>
<td>y=y+c</td>
</tr>
<tr>
<td>2R6</td>
<td>real x; int y;</td>
<td>x=bx^a</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b,c;</td>
<td></td>
<td>y=y+c</td>
</tr>
<tr>
<td>2R7</td>
<td>real x; int y;</td>
<td>x=x^a</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>const int a,b;</td>
<td></td>
<td>y=y+b</td>
</tr>
<tr>
<td>2R8</td>
<td>real x,y;</td>
<td>x=2x</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y=\frac{a}{b} + b</td>
<td></td>
</tr>
<tr>
<td>2R9</td>
<td>int x,y;</td>
<td>x=x+2y+1</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y=y+1</td>
<td></td>
</tr>
<tr>
<td>2R10</td>
<td>int x,y;</td>
<td>x=x + y^5</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y=y+1</td>
<td></td>
</tr>
<tr>
<td>2R11</td>
<td>int x,y;</td>
<td>x=ax</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>y=by+x</td>
<td></td>
</tr>
<tr>
<td>3R1</td>
<td>int i; int a[N];</td>
<td>i=i+1, x=x+a[i+1]</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a=a</td>
<td></td>
</tr>
<tr>
<td>3R2</td>
<td>int i; int a[N];</td>
<td>i=i+1, x=x+a[i+1]</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a=a</td>
<td></td>
</tr>
<tr>
<td>3R3</td>
<td>real x,y;</td>
<td>x=\frac{a}{b}</td>
<td>( { (s,s')</td>
</tr>
<tr>
<td></td>
<td>int i;</td>
<td>i=i+1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>x=x</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Sample Recognizers
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Fig. 3. Loop Function

equally easily with any application domain, provided we store the relevant recognizers, and incorporate the necessary domain knowledge to make inferences; it can also deal with any programming construct, any data structure, any control structure, provided we include the appropriate recognizers, and associated axiomatizations to make it possible to reason about them.

7.2. Prospects

As far as theoretical extensions of our work, we envision to explore further the relation between invariant relations, invariant functions and invariant assertions; we believe this is important not only because these concepts give complementary perspectives on the analysis of loops, but also because the study of these concepts is giving us insights on the structure of invariant assertions, which may help the research being done on invariant generation. Another theoretical extension we are considering is to lift the hypothesis that while loops terminate for all initial states; the fact of the matter is that it is difficult to separate the task of computing the function of a loop from the task of computing the domain over which the loop terminates normally. Lifting the hypothesis $\text{dom}(W) = S$ means that now the loop functions that we are seeking to compute are no longer maximal in the refinement lattice, hence lower bounds are no longer sufficient; we may have to approximate loop functions by means of lower bounds and upper bounds. This promises to be very challenging, and also very interesting.
As for practical extensions, we envision to augment the database of recognizers with domain-independent programming knowledge. Concurrently, we envision to specialize our tool to specific domains by storing a database of domain-specific recognizers, along with related domain knowledge, and experiment with the capability of the resulting tool.

7.3. Related Work

We know of few researchers who work deals with invariant relations, though they do not refer to them as such; we discuss these in section 7.4. The research literature on invariant assertions is so vast that it is impossible to do justice to all the work being carried out in this area; in section 7.5, we briefly discuss some of the work we feel is most related to ours, or has influenced ours.

7.4. Invariant Relations

Invariant relations were introduced by Mili et al. (2009) as a tool to compute or approximate loop functions. In Carette and Janicki (2007), Carrette and Janicki derive properties of numeric iterative programs by modeling the iterative program as a recurrence relation and solving the recurrence relation. Typically, the equations obtained from the recurrence relations by removing the recurrence variable are nothing but the reflexive transitive relations that we are talking about. However, whereas the method of Carrette and Janicki is applicable only to numeric programs, ours is applicable to arbitrary programs, provided we have an adequate axiomatization of their data structure.

In Podelski and Rybalchenko (2004), Podelski and Rybalchenko introduce the concept of transition invariant, which is a transitive superset of the loop body’s function. Of special interest are transitive invariants which are well-founded; these are used to characterize termination properties or liveness properties of loops. Transitive invariants are related to the invariant relations that we introduce in Mili et al. (2009), in the sense that they are both transitive supersets of the loop body. Though they are both transitive supersets of the loop body function, transition invariants and invariant relations differ on a very crucial attribute: whereas the latter are reflexive, and are used to capture functional properties of the loop, the latter are (typically) not reflexive, and are used to capture what changes from one iteration to the next.

In Group (2010), Kovacs et. al. deploy an algorithm they have written in Mathematica to generate invariant assertions of while loops under some conditions. They proceed by formulating then resolving the recurrence relations that are defined by the loop body, much in the same way as Carette and Janicki advocate (Carette and Janicki (2007)); once they resolve the recurrence relations, they obtain a binary relation between the initial states and the current state, from which they derive an invariant relation by imposing the pre-conditions on the initial state. In many instances, the binary relation they obtain prior to adding the pre-conditions is nothing but our invariant relations. Some of our recognizers stem from examples solved by Aligator.

7.5. Invariant Assertion

In (Kovacs (2007)), Kovacs combines techniques from algorithmic combinatorics and polynomial algebra to generate polynomial equations as loop invariants for a class of so-called P-solvable loops with ignored loop conditions. Implemented in the Mathematica software package Aligator, the approach was successfully tested on many examples.
Moreover, in (Henzinger et al. (2008)), Aligator is extended by implementing an approach for automatically inferring polynomial equalities and inequalities by treating loop conditions as invariants from the polynomial closed form of the loop by imposing bound constraints on the number of loop iterations. In (Kovacs and Voronko (2009)), a method for automatic generation of loop invariants for programs containing arrays is presented. Many properties of update predicates can be extracted automatically from the loop description and loop properties obtained by other methods such as a simple analysis of counters occurring in the loop, recurrence solving and quantifier elimination over loop variables.

Ernst et al. (Ernst et al. (2006)) discuss a system named Daikon, which is a full-featured, scalable, robust tool for dynamic detection of likely invariants. Daikon runs candidate programs and observes their behaviors at user-selected points, and reports properties that were true over the observed executions, using machine learning techniques. Because these are empirical observations, the system produces probabilistic claims of invariance.

LOOPFROG (Kroening et al. (2008)) is an automatic bug-finding tool for ANSI C programs. It is an Abstract Interpretation based static analyzer for C programs. It works on binary model files generated by the compiler goto-cc that compiles programs given in a C and C++ into GOTO-programs (i.e., control-flow graphs). LOOPFROG is based on the concept of Loop Summarization using Abstract Transformers. Because Iterative fixpoint computation is expensive, this approach avoids iterative computation of an abstract fixpoint. Instead, it builds summaries which are symbolic transformers. This tool heuristically provides invariant candidates to use as summary.

In (Gulwani et al. (2009)), a challenging aspect of computing complexity bounds is undertaken by calculating a bound on the number of iterations of a given loop. Control-flow refinement enables standard invariant generators to reason about mildly complex control-flow, which would otherwise require impractical disjunctive invariants. Progress invariants are introduced and used to compute precise procedure bounds.

In (Furia and Meyer (2010)) Furia and Meyer propose techniques for deriving invariant assertions from an analysis of the post-condition. To this effect, they explore several techniques for generalizing the post-condition for the purpose of obtaining a formula that is weak enough to be invariant, yet strong enough to logically imply the post-condition upon exiting the iteration. This approach is fairly orthogonal to ours, in that we analyze the loop without regard to its context/ its specification, and do so by inspecting the loop itself, exclusively.

In (Cousot and Cousot (1977)), invariant assertions of programs are explored in light of the fixpoint approach (lattice theory) in the static analysis of programs. The resolution of a fixpoint system of equations by Jacobi’s successive approximations method is undertaken. Under continuity hypothesis any chaotic iterative method converges to the optimal solution. Therefore these optimal invariants can be used for total correctness proofs. Usually a system of inequations is used as a substitute for the system of equations. Hence the solutions to this system of inequations are approximate invariants which can only be used for proofs of partial correctness.
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