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Abstract—In the process of trying to define what is a software fault, we have found that to formally define software faults we need to introduce the concept of relative correctness, i.e. the property of a program to be more-correct than another with respect to a given specification. A feature of a program is a fault (for a given specification) only because there exists an alternative to it that would make the program more-correct with respect to the specification. In this paper, we explore applications of the concept of relative correctness in program testing, program repair, and program design. Specifically, we argue that in many situations of software testing, fault removal and program repair, testing for relative correctness rather than absolute correctness leads to clearer conclusions and better outcomes. Also, we find that designing programs by stepwise correctness-enhancing transformations rather than by stepwise correctness-preserving refinements leads to simpler programs and is more tolerant of designer mistakes.

I. WHAT IS A SOFTWARE FAULT?

In [9], Laprie et al. go to great lengths to define concepts and terminology pertaining to system dependability. In particular, they define the standard hierarchy of fault, error, and failure: a fault is the adjudged or hypothesized cause of an error; an error is the state of the system that may lead to its subsequent failure; a failure is the event whereby the system fails to meet its specification. In the context of software, it is fairly straightforward to characterize a failure: it is the event when the program produces an output that violates the specification. It is much more difficult to characterize errors, because to do so assumes that we have a clear characterization of what state the program must be in at any stage in its execution; it is even more difficult to characterize faults, because to do so assumes that we can trace every error to a well-defined feature of the program. In fact, the same program failure can be remedied in more than one way, involving more than one location in the program, and possibly involving more than one type of remedy. Hence in practice, neither the number, nor the location, nor the nature of faults can be uniquely defined.

In [9] we introduce the concept of relative correctness, an ordering relation that ranks candidate programs by how close they are to being (totally) correct with respect to a given specification, and we use this ordering to define program faults: A fault in a given program with respect to a given specification is a program part (which can be an expression, a statement, a block of statements, or a set of non contiguous statements) which admits a substitute that would make the program more-correct with respect to the specification. Other researchers have felt it necessary, as we did, to introduce a concept of relative correctness [8], and to test or prove programs for relative correctness [7], [5], [11]; our approach differs from these by referring to specifications rather than executable assertions, by capturing the semantics of programs with functions rather than execution traces, and by studying relative correctness as an intrinsic property of interest with broad applications, rather than simply a tool for program repair.

II. CORRECTNESS AND RELATIVE CORRECTNESS

We define the space of a program as the set of values that its variables may take, and define a state of a program as an element of its space. We define a specification on space S as a binary relation on S, and we represent the semantics of a program p on space S by the function denoted in upper case P that the program defines from its initial states to its final states. Given a relation R on S, we denote the domain of R by dom(R).

Definition 1: Given a specification R on space S, and a program p on space S whose function is denoted by P, we say that p is partially correct with respect to R if and only if: dom(R ∩ P) = dom(R) ∩ dom(P). Also, we say that p is correct with respect to R if and only if: dom(R ∩ P) = dom(R).

Whenever we want to contrast correctness with partial correctness, we may refer to it as total correctness; whenever we want to contrast correctness with relative correctness (defined below), we may refer to it as absolute correctness.

Definition 2: Given a specification R on space S and two candidate programs p and p′ on space S, we say that p′ is more-correct than p with respect to R if and only if: dom(R ∩ P) ⊆ dom(R ∩ P′). Also, we say that program p′ is strictly more-correct than p with respect to R if and only if: dom(R ∩ P) ⊂ dom(R ∩ P′).

The expression dom(R ∩ P) represents the set of initial states on which program p behaves as specification R dictates; we call this the competence domain of program p; to be more-correct simply means to have a larger competence domain, but it does not mean that program p′ is identical to program p on the competence domain of the latter; see Figure 1. In this example, we find: dom(R ∩ P′) = {1, 2, 3, 4, 5} and dom(R ∩ P) = {1, 2, 3, 4}. Therefore p′ is more-correct than p with respect to R; yet, p′ does not copy the correct behavior of p on its competence domain.

How do we know that our definition of relative correctness is sound? We have reviewed a number of properties that we would want a definition of relative correctness to have, and found that our definition satisfies them all:
Relative Correctness Culminates in Absolute Correctness.
Indeed, it is very easy to see, from the definitions of correctness and relative correctness that if a program is (absolutely) correct with respect to \( R \), then it is more-correct than any candidate program with respect to \( R \).

Relative Correctness Implies Higher Reliability. The probability of successful execution of the program on a randomly chosen initial state is equal to the integral of the probability distribution over the competence domain of the program; hence the larger the competence domain, the higher the reliability.

Relative Correctness as Pointwise Refinement. We have found in [9] that if and only if a program \( p' \) refines a program \( p \), then \( p' \) is more-correct than \( p \) with respect to any specification \( R \).

III. APPLICATIONS OF RELATIVE CORRECTNESS

A. A Model for Monotonic Fault Removal

As programmers, we are all too familiar with situations where we attempt to remove faults from a program, only to find that whenever we correct the behavior of the program for some inputs, it fails for others. So that rather than being a monotonic process of stepwise improvement of the program, the fault removal process is a frustrating exercise of fault recycling, where we remove an obvious fault only to replace it with a more subtle fault. We argue that a program transformation should not be considered a fault removal unless we can establish that it has made the program strictly more-correct. In the same way that program design can be modeled as a sequence of correctness-preserving stepwise refinements from the specification to the program, program fault removal can be modeled as a sequence of correctness-enhancing transformations from an incorrect program to a correct program.

B. Mutation Based Program Repair

Automated software repair has achieved great strides in developing tools and techniques to identify and remove faults in software products [6], [10], [12], [3], [13], [2]. We argue that program repair can be improved and made more efficient if instead of testing candidate mutants for correctness, we tested them for relative correctness. Specifically:

- A mutant may run successfully on the test data and still not be more-correct than the original. See Figure 2, where \( CD \) and \( CD' \) represent (respectively) the competence domain of the original program, and that of the mutant, and \( T \) represents the test data set.

- A mutant may fail on the test data and yet be more-correct than the original. See Figure 3.

The main reason why these techniques select the wrong mutants and reject the wrong mutants (i.e. mutants that should have been selected) is that they are testing mutants for absolute correctness rather than relative correctness.

C. Robust Software Design

Software design by successive refinements generates a program \( \pi \) from a specification \( R \) by successive transformations starting with \( R \) and ending with \( \pi \), such that at each step, an intermediate representation \( p \) is transformed into a more refined representation \( p' \). We have seen in Section II that \( p' \) refines \( p \) if and only if \( p' \) is more-correct than \( p \) with respect to any specification. This raises the question: why would we want to make \( p' \) more-correct than \( p \) with respect to all specifications, when all we care about is specification \( R \)? We argue that it is sufficient to mandate that each transformation produces a representation \( p' \) that is more-correct than \( p \) with respect to \( R \). This requires that we redefine relative correctness to apply to non-deterministic representations, but such a criterion offers some advantages:

- A Fault Tolerant Process. In program construction by stepwise refinements, if one step fails to produce an artifact that refines the previous artifact, then the remainder of the design process is doomed. By contrast, in correctness-enhancing transformations, a design fault in one step may be remedied in subsequent steps.

- Simpler Designs. We illustrate this premise with an example: Let \( R \) be the specification on space \( S \) defined by integer variables \( x \) and \( y \) and relation \( R = \{(s, s') \mid x' = x \land y' = y\} \).
A sufficient condition of correctness, which holds whenever the given invariant relation subsumes the target specification.

A necessary condition of correctness, whose negation we use as a sufficient condition of incorrectness: the necessary condition derived from an invariant relation \( Q \) is false whenever the invariant relation is incompatible with the specification, i.e., no while loop that admits \( Q \) as an invariant relation could possibly be correct with respect to \( R \). When an invariant relation \( C \) does satisfy (with \( R \)) the necessary condition of correctness, we say that it is compatible with \( R \).

The gist of the theorem cited above is that if a while loop \( w \) admits an invariant relation \( Q \) that is incompatible with a specification \( R \), then the while loop is necessarily incorrect with respect to \( R \) (hence in need of repair); then, if the loop is transformed into \( w' \) that has the same compatible invariant relations but now has a compatible invariant relation to substitute for \( Q \), then \( w' \) is more-correct than \( w \) with respect to \( R \).

Using an invariant relations generator, we proceed as follows:

- We generate all the invariant relations we can (depending on how many code patterns we recognize in the loop).
- If the intersection of all the invariant relations satisfies the sufficient condition of correctness, then we conclude that the loop is correct, and no repair is needed.
- If all the generated invariant relations are compatible but their intersection does not subsume the specification, then we conclude that we are unable to determine whether the loop is correct.
- If at least one invariant relation, say \( Q \), is incompatible with \( R \), then we conclude that \( w \) is incorrect, hence in need of repair. We consider the variables that are involved in the definition of \( Q \) and we resolve that these are the program variables that must be changed in the program. In order to get some guidance on how to change these variables, we use the constraint that these variables must be changed in such a way as to preserve the compatible relations. Even if it does not specify uniquely how we should change the code that alters these variables, this
constraint reduces the range of changes that we can make. For each mutant, we recompute the corresponding invariant relation and check whether it is now compatible; if it is, then the mutant is selected as the proposed repair to the original loop. No testing is necessary.

Note that this procedure does not require that we generate all the compatible invariant relations of the loop, but it does require that we generate all the invariant relations that involve the variables that appear in the definition of $Q$. Indeed, if an invariant relation $C_i$ does not involve these variables then it is automatically preserved when we alter them, whether we generate it or not. The only practical interest of generating many compatible invariant relations is that they help us define a stronger constraint, hence reduce the number of candidate mutants that we have to consider.

C. Illustration

We consider the following loop, taken from a C++ financial application, where all the variables except $t$ are of type double, and where $a$ and $b$ are positive constants.

$$w: \text{while } (\text{abs}(r-p) > \text{upsilon})$$

$$\{ t=t+1; \ n=n+x; \ m=m-1; \ l=l* (1+b); \}$$

$$k=k+1000; \ y=y+k; \ w=w+z; \ z=(1+a) * z; \}$$

$$v=w+k; \ r=(v-y)/y; \ u=(m-n)/n; \ d=r-u; \}$$

Analysis of this loop by an invariant relations generator derives fourteen invariant relations, five of which are found to be incompatible with the specification. We select the following fourteen invariant relations, one of which is incompatible with $R$ (hence $w'$ is indeed incorrect); it seems that by removing the earlier fault we have remedied four invariant relations at once. Applying the same process to $w'$, we find the following loop, which is correct with respect to $R$:

$$wc: \text{while } (\text{abs}(r-p) > \text{upsilon})$$

$$\{ t=t+1; \ n=n+x; \ m=m+1; \ l=l* (1+b); \}$$

$$k=k+1000; \ y=y+k; \ w=w+z; \ z=(1+a) * z; \}$$

$$v=w+k; \ r=(v-y)/y; \ u=(m-n)/n; \ d=r-u; \}$$
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