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Magnetism and magnets
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- one of the oldest known natural phenomena showing  action at a distance 
- however, deeply rooted in quantum mechanics => understanding only 

begins to emerge in the 20th century: electron spin  
                        W. Pauli, P. Dirac, W. Heisenberg, 1920s 
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- spins act as tiny magnetic dipoles 
- quantum-mechanical interaction between spins: exchange 
- in transition metals below the critical temperature, exchange results in local 

spin alignment into the ferromagnetic state 
-  magnetic field mediates long-range attraction/repulsion between magnets

?
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magnetizations, a rotation of the free layer magnetization due to stray field results in a resistance 
change of the sensor when a current goes through this latter.   

               

Figure 2 : Schematic view of a spin valve located in a computer hard disk drive. 
Adapted from Ref. [36].   

I.1.2 Magnetic memories 

Another application that uses a spin valve structure i.e. involving 
ferromagnetic/antiferromagnetic exchange bias, is the magnetic random access memory. 
MRAM technology provides interesting features like non-volatility, low voltage operation, 
large read and write endurance, fast read and write operation.  It is based on magnetic storage 
elements. Each of these storage elements uses a spin valve device. There are a variety of MRAM 
structures [35,37]. Some of the early devices, the field driven MRAM, were made of horizontal 
and perpendicular power strips which are referred to as word and bit lines. At the intersection 
of the lines a spin valve is situated, see Figure 3(a). The magnetization direction of the free 
ferromagnetic layer is used for information storage. Consequently the writing and erasing of 
the data is achieved by switching the magnetization direction of the free layer. The writing of 
the bit is realized by a current flowing simultaneously through the desired word and bit lines. 
The two currents generate magnetic fields and the superposition of the two fields orients the 
magnetization direction of the free layer in the desired direction.  The reading operation is 
accomplished with a low voltage applied across the desired cell and the magnetic state of the 
magnetic tunnel junction spin valve is derived from the measured resistance.  
 
MRAM exists in various structures. They are categorized based on the write and read method 
used each time, e.g.  Stoner-Wolhfarth Toggle MRAM, spin-transfer torque MRAM (STT-
MRAM) and three-terminal spin-orbit torque MRAM (SOT-MRAM), which are currently 
receiving great attention, and thermally assisted MRAM (TA-MRAM). More details on MRAM 
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increased magnetic switching volume. The requirements and
current methods of fabrication have been recently reviewed [7],
and thus here I will focus on the foremost unresolved fabrication
issues for the introduction of patterned media into products.

In addition to the need to lithographically pattern every bit on
the disk, the nature of the recording process in patterned media is
fundamentally different from that of continuous media (Fig. 1). In
continuous media recording, the media is featureless, and the
head defines all the bit locations. The transition can be placed
anywhere on the disk. One source of readback noise, jitter, arises
from the granular nature of the media and errors in transition
placement. However, in patterned media, the bit locations are
predefined on the disk. Therefore, it is likely the head field will
need to be synchronized to the bit locations. Noise now results
from imperfections in the media fabrication process. Misplaced
islands can cause write errors due to an island not being in the
expected location for proper synchronization with the write field
as well as read back errors. The requirement for needing to
correctly write one island without disturbing the neighboring
islands will place severe tolerances on all the media property
distributions, such as bit size, bit location, magnetic anisotropy,
etc., and will be seen below to be one of the primary challenges for
patterned media.

2. Lithography and fabrication

It is likely that the entry point for patterned media will be in
the 800–1000 Gb/in2 range, and it is desirable that the technology
be extendible for several product generations. The minimum
required lithography feature size is determined by the desired
density, the bit aspect ratio (BAR) and the island fill factor. The
BAR is defined as the track pitch/bit pitch and the fill factor is the
magnetic island area/total bit area. There are compromises for
both of these in a system design [9–11]. For example, small BAR,
such as BAR ¼ 1, is desirable for ease of fabrication since it
maximizes the required minimum lithography, while larger BAR,
such as BAR ¼ 4, reduces the challenges on the recording system
as it increases data rate, reduces required actuator/servo preci-
sion, and enables the uses of wider read and write heads. In
particular, wider write heads will result in higher write fields and
thus the use of higher Ku media. Similarly there will be trade-offs
with fill factor. A fill factor of 0.25 (equal lines and spaces in two
dimensions) favors lithography, as again the minimum lithogra-
phy features is maximized. Smaller fill factor will favor writing
one bit without disturbing the neighbors, and as discussed below
this would enable broader distributions of the island properties.
Smaller fill factors will also reduce the magnetostatic interactions

between neighboring bits, which is a source of switching field
distribution broadening. On the other hand, a larger fill factor will
favor read back amplitude.

As can be seen from Table 1, depending on the BAR, lithography
dimensions of o10 nm will quickly be required. Such dimensions
cannot be achieved using optical lithography, and the Semicon-
ductor Industry Association (SIA) roadmap [12] does not extend to
these dimensions within the time frame required. At a 40% growth
rate, 1 Tb/in2 will be reached in 2012 while the DRAM half-pitch
will only be at the 36 nm node. Therefore, it is anticipated that
electron beam lithography will be needed. Recently, a density of
4.5 Tb/in2 has been demonstrated using electron beam lithogra-
phy, at least over a small area (Fig. 2.) [13].

Since it is desired to continue using a rotating disk and flying
head, the bits will need to be arranged on circular tracks. The
stitching errors found in the best x–y raster scan machines of
15 nm are too great to achieve the tolerances required (see
below) [14], and thus rotary stage electron beam writers will be
required. Such machines, with the required resolution, do not yet
exist.

The most likely route to higher areal density, beyond that
achievable by electron beam lithography, will be some form of
self-assembly. For example, block co-polymers will phase separate
under the proper conditions to form regular arrays of cylinders or
spheres [15]. Nanoparticles can also be self-assembled into
regular arrays, and both techniques can potentially achieve sub-
5 nm feature size. These self-assembled arrays tend to cover only
small, micronscale, areas with coherent arrays, but lack the
required long-range order. Long-range order can be imposed by
lithographically defined features, either topographic or chemical
[16,17]. Block co-polymers can be assembled into grooves such
that only an integer number of periods can be fit, thus imposing a
long-range order, as shown in Fig. 3 [18]. Alternatively, by
selectively patterning the substrate, chemical forces can be used
to control where the polymers assemble. Shown in Fig. 4 is the
ordering of cylinders imposed by chemically patterning the
substrate [17]. It is likely that controlling the long-range order
of such arrays will be required for densities in the multi Tb/in2

range.
Inexpensive manufacturing will be key for the adoption of

patterned media. Time estimates for writing a full 2.5 in diameter
disk using electron beam lithography range from 1 day and above.
For example, using a 5 nA beam current and KRS resist requiring
0.1 fC/bit, a 2.5 in disk could be exposed in about 1 day [20].
Clearly, this will not be a cost effective manufacturing method, as
disk throughputs in the hard drive industry are measured in
hundreds of disks per hour. It is likely self-assembly would be
much faster and that a complete disk might be patterned in
minutes, but control of the assembly to produce millions of
individual disks will be challenging.

The most likely approach will be the use of nanoimprinting,
where an expensive master can be made by electron beam

ARTICLE IN PRESS

Fig. 1. Schematic representation of (a) continuous media and (b) bit patterned
media. The colors schematically represent regions magnetized by the head either
into or out of the media plane. The images are electron micrographs of recording
media

Table 1
Examples of lithography dimensions needed for bit patterned media

Density (Gb/in2) Bit area (nm2) Center-to-center
distance (nm),
along track
(BAR ¼ 1)

Center-to-center
distance (nm),
along track
(BAR ¼ 4)

500 1290 35.9 18
750 860 29.3 14.7

1000 625 25.4 12.7
2500 258 16.1 8
5000 129 11.4 5.7

10,000 64.5 8 4
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Therefore, the focus of the current review will be on the
recent work related to perpendicular recording media.

The uniqueness of the current review lies in its tutorial
format and in the way it is organized to report the progress in
several functional layers of perpendicular recording media
and the physics behind them. At first, a brief overview of
magnetic recording in the longitudinal recording mode is
provided. Then, the challenges faced by longitudinal record-
ing media are presented. Section IV describes the initial re-
search work on perpendicular recording technology. Various
layers that make the perpendicular recording media and the
recent advances in technology associated with these layers
are discussed in Sec. V. Following the discussion on perpen-
dicular recording media, some of the future media technolo-
gies that might help the industry to move beyond the limits
of conventional perpendicular recording technology are dis-
cussed.

II. OVERVIEW OF LONGITUDINAL MAGNETIC
RECORDING

Magnetic recording, which was invented by Paulsen a
century ago, relies on two basic principles: !i" Magnets pro-
duce strong magnetic fields at the poles. This field can be
used for reading information. !ii" The polarity of the magnets
itself can be changed by applying external fields. This pro-
vides a possibility of writing information. Therefore, a mag-
netic recording device would have the following key compo-
nents: a recording medium to store information, a writer
head to produce localized magnetic fields !for writing infor-
mation", and a read sensor to convert the magnetic field from
the media to electrical !voltage" signals !reading informa-
tion". There are many other components to position the head,
to interpret the voltages into bits, and so on.

In the first few generations of hard disk drives, and in
many of the tape storage devices, a particulate medium
!which is essentially a mixture of magnetic particles in a
binder" was used. A particulate medium cannot have a high
saturation magnetization, as the saturation magnetization of
the magnetic material will be diluted by the binder. In the
earlier days, a high saturation !or remanent" magnetization
was required from the recording media, as the signal pro-
duced will be proportional to the product of remanent mo-
ment and thickness of the media and the heads were not
sensitive enough to detect a weak signal. Another problem
was that the coercivity of the particulate media could not be
tailored easily to meet the high-density requirements. There-
fore, thin film media, which can provide high saturation/
remanent magnetization and higher coercivity, were consid-
ered as alternative in the HDDs. Moreover, thin film media
also provided smooth surfaces, as compared to that of par-
ticulate media. Therefore, particulate media were phased out
from HDDs several years back. In this section, some of the
requirements of longitudinal recording media and the ways
they were achieved are described.

A. Small grain size

Thin film media are usually deposited by dc magnetron
sputtering. Current recording media have several functional

layers to achieve desired performance. However, the heart of
the medium is the magnetic layer that stores the information.
The magnetic layer produced by sputtering is a polycrystal-
line material. Therefore, the grains of the recording medium
would have random orientations with respect to the film
plane and with respect to the track direction as well. More-
over, they would also be arranged in random positions and
sizes. Figure 1 is an illustration of the grains in a recording
medium. The grains may have a random easy axis orientation
as well as random grain sizes as depicted. Because of this
randomness in the nature of the grains used in storing the
information, a group of grains are used to store information.
The signal-to-noise ratio !SNR" is approximately given by
the expression

SNR = 10 log!N" , !1"

where N is the number of grains in a bit. To some extent, the
SNR at a particular linear density is an indicator of how
reliably the bits could be read out at that linear density.
Therefore, SNR is a key indicator of the recording perfor-
mance of a recording medium.

Equation !1" indicates that increasing the number of
grains would help increase the SNR. Therefore, one way to
increase the SNR of the recording medium is to reduce the
grain size and grain size distribution, which would increase
the number of grains in the bit area. A lot of research work
has been carried out along this direction to increase the SNR.
Grain size reduction can be achieved by the use of seed
layers and/or underlayers with small grain sizes or from the
magnetic layer itself.31–41

B. Easy axis orientation parallel to the disk

Other approaches to improve the SNR of the recording
medium are possible by looking beyond Eq. !1". Equation !1"
assumes that SNR is proportional to the number of grains
because of the randomness involved in the grain orientation
and grain size. In the case of longitudinal media, the signal
produced by the recording medium will depend on the com-
ponent of magnetization that lies parallel to the track direc-
tion. If there are more grains, the component of magnetiza-
tion along the track direction will also be higher. On the
other hand, if the randomness can be minimized and if the

FIG. 1. Illustration of grains, the randomness of easy-axis orientations and
the bit boundary.

011301-3 S. N. Piramanayagam J. Appl. Phys. 102, 011301 !2007"
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of HDD storage such as mechanical tracking, slow access time (hardly 
reduced in several decades and still a few milliseconds) and energy 
consumption. The future markets of HDD, in particular through the 
competition with Flash storage, will depend on how such problems 
are solved. For instance, HDD currently maintains an areal density 
growth rate of roughly 40%, in line with Moore’s law defining the 
minimum cell size of Flash. But meanwhile multi-level Flash cells have 
been introduced (2 bits per cell), and huge efforts have succeeded in 
reducing their cost.

In MRAM the writing problem was immediately worse than 
in HDD, as the conducting lines have much smaller dimensions, 
with a strong limitation in current density around 107 A cm–2 due 
to electromigration. Also, it is not possible in a very large-scale 
integration circuit to include an optimized ‘ring-like’ ferromagnetic 
circuit to ‘channel’ the magnetic induction to the magnetic media. A 
magnetic channelling was developed for MRAM53, but the effect is 
limited (to a factor of about two) and requires costly fabrication steps. 
Finally, when approaching the downscaling limits the unavoidable 
distribution of writing parameters, coupled to the large stray fields 
in such densely packed arrays, leads to spreading program errors. 
Freescale researchers elegantly solved this reliability problem by 

replacing the standard ferromagnetic free layer with a SAF layer, 
written using a spin-flop process33,51,54, and this opened the way to 
the first MRAM product. But this is at the expense of higher writing 
currents (around 10 mA), and clearly limits the achievable densities 
and the downscaling. As for HDD, one solution could be heat-
assisted recording (TAS-RAM)43,55. It was also proposed that writing 
could be assisted by microwave excitation at the ferromagnetic 
resonance frequency of the free layer56–58, a technique that could 
also be useful for hard disks. But such promising techniques do not 
completely suppress the need for a magnetic field.

SPIN TRANSFER — A NEW ROUTE FOR WRITING MAGNETIC INFORMATION

The hoped for breakthrough for spin storage was provided by 
the prediction59,60 in 1996 that the magnetization orientation of a 
free magnetic layer could be controlled by direct transfer of spin 
angular momentum from a spin-polarized current. In 2000, the 
first experimental demonstration that a Co/Cu/Co CPP spin-valve 
nanopillar can be reversibly switched by this ‘spin-transfer effect’ 
between its low (parallel) and high (antiparallel) magnetoresistance 
states was presented61. The concept of spin transfer actually dates 
back to the 1970s, with the prediction62 and observations63 of 
domain-wall dragging by currents. Spin-transfer effects had 
also been predicted64 for MTJs as early as 1989. Somehow, those 
predictions did not immediately trigger the intense research work 
that followed the 1996 and 2000 publications, possibly because the 
required fabrication technologies were not mature enough.

The principle of ‘spin-transfer torque’ (STT) writing in 
nanopillars is shown schematically in Fig. 6a for the usual case of 
3d ferromagnetic metals (for example Co) in a spin-valve structure 
with a non-magnetic metal spacer (for example Cu). Let us consider 
a ‘thick’ ferromagnetic layer F1, whereas the ferromagnetic layer 
F2 and the spacer M are ‘thin’ (compared with the length scales of 
spin-polarized transport65). F1 and F2 are initially magnetized along 
different directions. A current of s electrons flowing from F1 to F2 
will acquire through F1, acting as a spin polarizer, an average spin 
polarization approximately along the magnetization of F1. When the 
electrons reach F2, the s–d exchange interaction quickly aligns the 
average spin moment along the magnetization of F2. In the process, 
the s electrons have lost a transverse spin angular momentum, 
which, because of the total angular momentum conservation law, is 
‘transferred’ to the magnetization of F2. This results in a torque tending 
to align F2 magnetization towards the spin moment of the incoming 
electrons, and thus towards the magnetization of F1. Because the loss 
of transverse spin momentum happens over a very short distance 
(around 1 nm), the torque is an interfacial effect, more efficient on 
a thin layer. But a more important result is that the amplitude of the 
torque per unit area is proportional to the injected current density, so 
that the writing current decreases proportionally to the cross-sectional 
area of the structure. With today’s advances in nanotechnologies and 
the easy access to sizes below 100 nm, this represents an important 
advantage of spin transfer over field-induced writing.

A realistic treatment of the effect65 includes both quantum 
effects at the interfaces (spin-dependent transmission of Bloch 
states) and diffusive transport theory (spin-accumulation effects), 
and the dynamical behaviour can be studied through a modified 
Landau–Lifshitz–Gilbert equation describing the damped precession 
of magnetization in the presence of STT and thermal excitations65,66. 
The principle of STT writing of a MRAM cell is shown in Fig. 6b. 
Electrons flowing from the thick ‘polarizing’ layer to the thin free 
layer favour a parallel orientation of the magnetizations: if the 
initial state is antiparallel, then beyond a threshold current density 
jC+ the free layer will switch. When the electrons flow from the 
free to the polarizing layer, it can be shown that the effective spin 
moment injected in the free layer is opposed to the magnetization of 

Figure 5 Magnetic random access memory. a, Principle of MRAM, in the basic 
cross-point architecture. The binary information 0 and 1 is recorded on the two 
opposite orientations of the magnetization of the free layer of magnetic tunnel 
junctions (MTJ), which are connected to the crossing points of two perpendicular 
arrays of parallel conducting lines. For writing, current pulses are sent through 
one line of each array, and only at the crossing point of these lines is the resulting 
magnetic field high enough to orient the magnetization of the free layer. For 
reading, the resistance between the two lines connecting the addressed cell 
is measured. b, To remove the unwanted current paths around the direct one 
through the MTJ cell addressed for reading, the usual MRAM cell architecture has 
one transistor per cell added, resulting in more complex 1T/1MTJ cell architecture 
such as the one represented here. c, Photograph of the first MRAM product, a 
4-Mbit stand-alone memory commercialized by Freescale in 2006. Reprinted with 
permission from ref. 33.
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Traditional hard-disk recording has gained orders of magnitude in 
storage capacity, thus entering the consumer electronics markets. 
And the MRAM magnetic solid-state memory is now in production, 
although as yet only for niche markets.

But the intrinsic speed and endurance of magnetic recording, 
together with the potential of the spin-RAM to work with CMOS-
compatible electrical parameters, could open the way to applications 
where data storage would not be the primary objective although 
non-volatility would still be a key asset. Along this line, it has been 
proposed that logic calculations through magnetic interactions could 
be performed, in magnetic quantum cellular automata119,120, or in 
domain wall logic92, for low-power massively parallel logic operations 
under a uniform cyclical magnetic field. MTJs can also be used for 
logic calculation, either directly121 (a nice idea but one whose practical 
realization is uncertain) or by a dense integration of MTJs into CMOS 
logic circuits122,123 where they bring instant ON/OFF, run time re-
programmability, and overall improved operation safety. Magnetism 
would thus enter the realm of the CPU. But a great step forward would 
be to realize three-terminal spin electronic devices that would enable 
a complete programmable logic function to be packed into a single 
nanodevice. Let us assume a source–gate–drain device where the 
magnetization of magnetic source and drain could be independently 
controlled, injecting spin-polarized electrons into a channel of spin-
dependent transmission that could also be controlled by a gate 
voltage. Such a device has multiple inputs to control a multi-level 
output, realizing a logic function that can be programmed through 
the non-volatile magnetic configurations. The first proposition of 
this kind18, despite recent progress in injecting spin polarization 
into semiconductors124, has not yet been achieved in practice. New 
concepts are being proposed125–127, and more could be realized, for 
instance, with molecules128–132. In the longer term, the use of spin 
injection and spin currents21,133 may lead to the development of ‘spin 
logic’ devices134.

Ultimately, ‘magnetic’ writing will again become a problem in 
much smaller and more complex devices, and new routes will have to 
be found. As in nanoelectronics, zero-current, gate-voltage-controlled 
writing would be ideal. Preliminary results have recently been obtained 

by using interfacial coupling with piezoelectric or even multiferroic 
materials135–137, or through electric field control of ferromagnetism 
in DMS138,139. In an even more futuristic approach, switching by 
spin currents only (no charge currents) has been announced140, in a 
pioneering step towards nanoelectronics using spin currents only. As 
a whole, finding solutions to the magnetic writing problem may prove 
to be a key issue on the way to future spin electronics, as it has been 
for the past evolution of magnetic recording.
doi:10.1038/nmat2024
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interfaces and atomically thin (2D) materials, and examine their utility 
towards the generation and conversion of spin currents. Next, we describe 
the developments on interfacial-DMI-induced non-collinear spin textures 
(skyrmions and chiral domain walls) in magnetic films, and techniques 
to generate, stabilize and manipulate them in devices. Finally, we explore 
the feasibility of realizing the technological promise of these diverse SOC-
induced surface and interface phenomena towards room-temperature 
device applications.

Spin-polarized surface and interface states
Rashba states
The Rashba effect arises from SOC and broken inversion symmetry at 
material surfaces and interfaces1, with the corresponding Hamiltonian:

ˆ σ= ⋅ ×z kH v ( ) (2 )R 0

Here v0 is the Rashba parameter, σ is spin, k is momentum and ẑ  is the 
unit normal to the surface or interface. The Rashba effect results in spin-
split 2D dispersion surfaces and, importantly, in the locking of spin and 
momentum degrees of freedom to each other (Fig. 2b).

Rashba SOC–split states have been investigated across various sur-
faces and interfaces2,12,13, as shown for angle-resolved photoemission 
spectroscopy (ARPES) measurements of the Au(111) surface (Fig. 2d)13. 
Interface alloying of heavy elements with intermediate-weight metals 
can enhance the in-plane potential gradient via hybridization, leading to 
more pronounced Rashba effects, as on the Bi/Ag(111) alloyed interface 
(v0 = 3 eV Å; ref. 14).

Topological surface states
In materials with heavy elements, strong SOC can split the p band by a 
large enough magnitude to flip the s–p band structure, inducing band 

inversion. Notably, 2D heterostructures of HgxCd1−xTe exhibit, in 
 addition to such an inversion, an associated topological phase 
 transition15,16, which results in protected states at the edges of the sample. 
The presence of edge states in 2D heterostructures was subsequently 
 generalized to 3D insulators17,18. The surfaces or interfaces of such topo-
logical insulators must host protected states at time-reversal-invariant 
k-space points17,18. These topological surface states have a nearly linear 
energy–momentum relationship (Fig. 2a)18. The Dirac Hamiltonian that 
describes these  surface states, ˆ σ∝ ⋅ ×z kH v ( )D 0 , has the same Rashba 
form (Equation (2)) and locks the spin and momentum degrees of 
 freedom (Fig. 2a, c)18. However, whereas Rashba SOC leads to spin-split 
parabolic surface states in conventional metals, topological surface states 
are distinguished by their helical single Dirac cone character, which 
emerges from the  requirement to connect the bulk valence and 
 conduction bands.

ARPES measurements demonstrated the topological nature of surface 
states first in the indirect-bandgap semiconductor Bi1−xSbx (ref. 19) and 
then in a larger, direct-bandgap (300 meV) topological insulator Bi2Se3 
(ref. 20). The discovery of a simple Dirac cone within the bandgap of bulk 
Bi2Se3 (Fig. 2c), with a chemical potential that is tunable via chemical 
doping20 and the electric field effect21, has since led to the discovery of 
several other single-Dirac-cone topological insulators18.

The electronic transport of topological insulators is governed by the 
helical Dirac nature of topological surface states. First, surface-state 
transport arises from a 2D Dirac cone: therefore, it can be ambipolar, 
controlled by electric fields, and tuned through the Dirac point with a 
characteristic minimum conductivity21. Second, spin–momentum lock-
ing prevents backscattering between states of opposite momenta with 
opposite spins, as evidenced across several topological insulators22. 
Because backscattering dominates charge dissipation in conventional 
metals, quasiparticles of topological insulators are expected to exhibit 

Figure 1 | Emergent phenomena from spin–orbit coupling (SOC) at 
surfaces and interfaces. A schematic illustration of the connection between 
the presence of strong SOC at material surfaces and interfaces (inner ellipse) 
and the resulting emergence of new interactions and electronic states 
(middle ellipse), such as Dzyaloshinskii–Moriya interaction (DMI; see 
Fig. 4a, e for details), Rashba interfaces (Fig. 2b, d) and topological surface 

states (TSS; Fig. 2a, c). These emergent phenomona can in turn be used to 
generate new 2D spintronics effects (outer ellipse), such as spin–charge 
conversion (Fig. 2e, f and 3), the photogalvanic effect, enhanced SOC  
in 2D materials, such as graphene (Fig. 3d, e), magnetic skyrmions  
(Fig. 4b) and chiral domain walls (Fig. 4c), which have direct device 
applications (periphery). FM, ferromagnet; NM, non-magnetic material.
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MgO layer relating to the Mg insertion. We first verified
whether the self-heating phenomenon changes according to
the electrons direction using Technology Computer Aided
Design (TCAD) simulations under the same experimental
environment. Next, we fabricated the actual MTJs and
identify the amount of trap sites generated according to the
Mg layer through interval voltage stress (IVS) tests. Finally,
we investigated a suitable reliability model via a time-
dependent dielectric breakdown (TDDB) experiment, and
confirmed that the power-law V model is most appropriate
for the case of MgO with an Mg insertion.

2. Device fabrication

To evaluate the effect of the Mg insertion upon resistance
drift and TDDB characteristics, we fabricated MTJ structures
with an Mg layer inserted below the MgO dielectric. We
deposited multilayer stacks on thermally oxidized Si sub-
strates by using an ultrahigh vacuum magnetron sputtering
system with a base pressure of less than 8×10−7 Pa. The
stacks had the following structure, with numbers in par-
entheses representing thicknesses in nm: Ta (5)/Ru (10)/Ta
(5)/ Ni80Fe20 (5) buffer layer/Ir20Mn80 (11)/Co75Fe25
(CoFe) (2.5)/Ru (0.85)/Co40Fe40B20 (CoFeB) (2)/CoFe (1)/
Mg (0.25 or 0.5)/MgO (1)/CoFe (0.4)/CoFeB (2)/Ta (2)/
Ru (8). Here, the CoFe layers below the Mg insertion and
above the MgO layer are inserted to promote crystallization of
the CoFeB layers for a large TMR ratio. After deposition, the
stacks were annealed at 360 °C for 30 min under a 5 kOe
magnetic field to obtain a large TMR ratio and to improve a
magnetic hysteresis shape. After the annealing process under
5 kOe, the MTJ is in plane magnetized and the purpose of
5 kOe was to set the exchange bias of the pinned layer. The

stacks were then patterned into 100×200 nm2 ellipsoidal
shapes by means of electron beam lithography, photo-
lithography, and Ar-ion milling. Figures 1(a) and (b) show a
schematic illustration and a high-resolution transmission
electron microscopy (TEM) image, respectively. The TMR
ratio and the RA of the MTJ with a 0.25 nm Mg layer were
125% and 39Ω·μm2, and those of the MTJ with a 0.5 nm
Mg layer were 143% and 78Ω·μm2, respectively. Here,
values of RA showing 39∼79Ω·μm2 are higher compared
to 5∼10Ω·μm2 in STT-MRAM [21]. The RA value is
critical for cycling tests based on STT, but this work is to
extract the breakdown model of MTJ under constant voltage
stress. From this consideration, we believe that the results
from this MTJ can be applicable to a TDDB model in those of
STT-MRAM. When an Mg layer is inserted under the MgO,
it not only suppresses the generation of trap sites but also
extends the total MgO thickness since the Mg layer itself
reacts with oxygen in the sputter chamber to form MgO as
investigated in our previous works [18]. MTJs without the Mg
insertion in our experiment showed very small TMR ratios
(below 50%) due to a degraded bottom MgO barrier interface
(overoxidation). Therefore, we selected the Mg inserted MTJs
for this work. The actual MgO thicknesses (tMgO) evaluated
using TEM images of the MTJs with the 0.25 and the 0.5 nm
Mg insertion were approximately tMgO=1.1 and 1.2 nm,
respectively. Note that state-of-the-art MTJs for STT-MRAM
applications use perpendicular MTJs with high thermal sta-
bility. In the present study, although experiments were con-
ducted using in-plane MTJs instead of perpendicular ones, the
results of our experiments can be thought to be sufficiently
applicable to the case for state-of-the-art MTJs (tMgO∼1 nm)
because almost the same tunnel barrier thicknesses
(tMgO∼1.1–1.2 nm) with the adaptable RA range were used.

Figure 1. Cross-sectional structure of MTJ device: (a) schematic illustration and (b) high-resolution TEM image.
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When the DM interaction is comparably small or the ani-
sotropy energy
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plays a significant role a system can also form an inhomogeneous 
spin spiral, where the variation of the angle between adjacent 
spins depends on the quantization axis. In an extreme case this 
may lead to collinear magnetic domains which are separated by 
walls with unique rotational sense due to the DM interaction, i.e. 
chiral domain walls. This means that a pair of domain walls will 
always fulfill a 360° rotation of the magnetization as the walls 
must have the same rotational sense. If in such a case the domains 
are ferromagnetic also contributions from the dipolar energy
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need to be considered for the magnetic properties of the 
system.

Higher-order Heisenberg interactions are typically 
neglected but recently it has been shown that they can become 
important and contribute to the energy landscape and ground 
state formation [15, 19]. In the extended Heisenberg model 
the next higher-order interactions are the biquadratic and four-
spin interactions, which involve two and four nearest neigh-
bors, respectively, as is obvious from their Hamiltonians:
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In the Heisenberg model spin spirals (single- ⃗Q  states) are 
degenerate with superpositions of symmetry-equivalent spin 
spirals (multi- ⃗Q  states); however, the higher order interac-
tions can lift this degeneracy and depending on the sign of the 
interaction favor one over the other state [16].

3. Chirality and topological protection

A phenomenological view of the symmetry of spin spirals 
helps to understand the DM related selection rules from 

Moriya [20, 21]. Figure 5 sketches helical (left) and cycloi-
dal (right) spin spirals. Whereas helical spirals can exist 
with two opposite rotational senses, there is only one type 
of cycloidal spiral possible (the ones shown in figure 5 can 
be transformed into each other by rotation and translation). 
However, such a cycloidal spiral can be placed onto a sur-
face (dark blue plane in figure  5) in two different ways, 
i.e. due to the breaking of the inversion symmetry of the 
environment two distinct rotational senses of cycloidal 
spin spirals are generated. Looking at the yellow ribbons 
symbolizing the different spirals it becomes evident that 
the two helical spirals (with or without surface) are mirror 
images of each other, meaning that they are degenerate in 
energy. Contrary to that, the two cycloidal spirals on the 
surface cannot be linked by any symmetry operation, prov-
ing the possibility to have different energy, i.e. one rota-
tional sense is favored due to the DM-interaction and the 
other one does not occur as it possesses higher energy. The 
same arguments also hold for domain walls induced by the 

Figure 3. The DM interaction favors a 90° rotation between 
adjacent spins and the rotational sense is determined by the sign 
of the DM vector.

Figure 4. The two-dimensional Brillouin-zone of a hexagonal 
lattice. The red line indicates a typical cut for the calculation of 
the spin spiral dispersion, where the angle φ between adjacent 
spins ranges from 0° at the Γ -point (ferromagnetic FM) via 120° 
at the K -point (Néel state) to 180° for the M -point (row-wise 
antiferromagnetic order RWA).

= 0° 120° 180°

FM RWANéel

Figure 5. Sketch of helical (left) and cycloidal (right) spin spirals, 
where the propagation direction is perpendicular to or within the 
plane of the spin rotation, respectively. While the helical spin spirals 
are degenerate in energy even when they are on a surface (dark blue 
plane), the cycloidal spin spirals can have a different energy due 
to the DM interaction, i.e. one cycloidal spin spiral can be favored 
while the other one has a higher energy on the surface.
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the field grow (shrink). Thus, the direction of ms can be identi-
fied for all domains. On the tip side, sweeping the field causes 
mt to increasingly rotate into the perpendicular direction. 
Consequently, the in-plane domain wall contrast gradually 
disappears and is eventually replaced by an out-of-plane con-
trast, allowing to image the domains rather than the domain 
walls, figures 9(c) and (d). The large domains with ms being 
parallel to the field appear bright whereas residual domains, 
being shrunken to mere lines and with ms being antiparallel 
to the field, appear dark. This observation can be generalized 
such that for the tip-sample combination in our experiment, at 
the given bias voltage, bright colors (high dI/dU signal) indi-
cate a parallel alignment of ms and mt while dark (low dI/dU 
signal) corresponds to an antiparallel alignment. Applying this 
result to the measurement shown in figure 8(a) one can iden-
tify the direction of ms also for the domain walls. Combining 
the knowledge from these two experiments (figures 8 and 9) 
we can conclude that the Fe DL exhibits only right-rotating 
Néel-type walls ↑ →↓(  and ↓←↑ ) [29, 34].

This experimental finding of cycloidal walls with unique 
rotational sense immediately suggests that the DM interaction 
is the relevant factor determining the rotational sense of the 
walls, see section 3. Indeed, starting from phenomenological 
DM vectors [20] Monte-Carlo simulations showed that the 
unique rotational sense can be explained as a consequence 
of the DM interaction [36]. By density functional theory 
(DFT) combined with micromagnetic calculations the DM 
vector was determined from first principles [37]. The mag-
netic ground state was predicted to be ferromagnetic although 
within numerical accuracy a non-collinear spin spiral ground 
state could not be ruled out. However, two domains of opposite 

magnetization induced in this system by appropriate boundary 
conditions were found to be separated by right-rotating Néel-
type domain walls extending along the [110] axis, in agree-
ment with the experiment [29].

It appears to be an academic question whether this spin 
configuration of the extended Fe DL should be classified as an 
inhomogeneous spin spiral or a periodic arrangement of chiral 

Figure 8. Spin-polarized dI/dU maps of the Fe DL on W(1 1 0) (red 
areas correspond to DL and black to other Fe thickness); B indicates 
the in-plane orientations of the external magnetic field B = 150 mT 
which aligns the tip magnetization. (a), (b) Domain walls show up 
in the DL as black and white lines along the [110] direction; they 
invert the contrast from (a) to (b). (c), (d) Vanishing domain wall 
contrast. Tunnel parameters: U = + 0.55 V, I = 0.5 nA (all images 
taken from [29]).
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Figure 9. Spin-polarized dI/dU maps of the Fe DL on W(1 1 0) 
measured for variable field values B applied normal to the surface, 
as indicated in (a)–(d). The domains parallel to B grow while 
antiparallel domains shrink. The tip magnetization (and hence the 
magnetic sensitivity) is gradually rotated from in-plane to out-of-
plane due to the applied magnetic field. Tunnel parameters:  
U = + 0.55 V, I  = 0.5 nA (all images taken from [29]).
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Figure 10. Chiral domain walls in Fe DL wires on W(1 1 0). 
(a) Spin-polarized dI/dU map. The density of domain walls 
decreases with decreasing DL wire width while the chirality is 
preserved. Tunnel parameters: U = + 0.7 V, I = 0.3 nA, T = 14 K.  
(b) Schematic side view of two right rotating domain walls.
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which is magnetized mostly in-plane; the arrow indicates the 
tip magnetization, which was derived from the analysis of the 
magnetic contrast. As in SP-STM the magnetic contrast reflects 
the projection of tip and sample magnetization this leads to a 
bright-to-dark gradient of a skyrmion along the tip magnetiza-
tion axis. From this image it is apparent, that all skyrmions have 
the same rotational sense not only within one island, but also 
in independent islands, as is expected from the directionality 
imposed by the DM interaction. The spin spiral is now inhomo-
geneous due to the applied magnetic field, but also here one can 
see the unique rotational sense which is identical to that of the 
skyrmions. When the lines of the spin spiral run parallel to the 
tip magnetization axis the magnetic contrast vanishes (see left 
end of top island).

7.  3. Writing and deleting single magnetic skyrmions

While in previous studies the samples were in the thermo-
dynamic ground state, for PdFe the ratio between the energy 
barrier separating two topologically distinct states and the mea-
surement temperature is much larger. This can be exploited to 
study ground state properties at slightly higher temperature, i.e. 

about T  >  8 K, or to trap the magnetic configuration in a meta-
stable state for lower temperatures. This can be understood e.g. 
for the transition between skyrmions (S  =  1) and the ferromag-
netic state (S  =  0) within a simple two state model, see sketch 
in figure 21(a): when the magnetic field is increased, the energy 
of the skyrmion state rises and the ferromagnetic state becomes 
the lower energy state. When the system is in the ferromagnetic 
state and the magnetic field is lowered at reduced temperature, 
then the energy barrier cannot be overcome and the ferro-
magnetic state is preserved to smaller magnetic field values, 
even though the topologically protected skyrmion has a lower 
energy, see top sketch in figure 21(a). It has been found, that the 
energy barrier between the two states can be overcome not only 
by thermal excitation, but also the tunnel electrons can induce 
a transition between the topologically distinct states. Note that 
the potential landscape is asymmetric, as the two states are not 
linked by a symmetry operation, and different attempt frequen-
cies and lifetimes of the two states are likely.

The telegraph noise in figures 21(b)–(d) demonstrates the 
switching between the presence of a skyrmion (S = 1) and 
its absence (S = 0) for different parameters at the same sam-
ple position. While the power of the injected tunnel current 
is identical for all three traces, the response of the system is 
very different: for (b) the switching takes place at a time scale 
of several seconds and the histogram to the right shows that 
the skyrmion state is slightly favored. In (c) the magnetic field 
is increased, which leads to a shift of the population of the 
states towards the ferromagnetic state, as expected. However, a 

Figure 19. SP-STM measurements of the PdFe bilayer on 
Ir(1 1 1) in dependence on an external magnetic field at T = 8 K. 
(a) B = 0 T: spin spiral state, (b) B = 1.4 T: hexagonal skyrmion 
lattice, (c) B = 2 T: ferromagnetic phase. (d) Sketch of the different 
magnetic phases (all taken from [4]).

Figure 20. SP-STM measurements of the PdFe bilayer on Ir(1 1 1) 
at T = 8 K. (a) B = 0 T: the spin spiral state in the PdFe wire and 
island is visible together with the nanoskyrmion lattice in the Fe 
ML on Ir(1 1 1) [15], (b) B = − 1 T: coexistence of spin spiral and 
skyrmions with unique rotational sense, the tip magnetization 
direction is indicated by the arrow (for both: gray-scale of the layers 
adjusted separately for better visibility of the magnetic state).

(a)

(b)
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distance d from its centre for several magnetic field values.
We relate the degree of non-collinearity in the centre of a skyrmion
with the angle αc between a central atom and its neighbouring
spins, and find that αc scales linearly with B (inset of Fig. 3a).
Figure 3b displays spectra taken at the centre of one skyrmion at
different applied fields, as indicated, together with reference
spectra of the FM background. One can clearly see a systematic
shift of the higher-energy peak with the applied field. The
peak shift ΔE with respect to the peak of the FM state is roughly
linear with αc (inset of Fig. 3b), which corroborates our proposal
of an effect of the local magnetic non-collinearity on the
electronic properties. The laterally resolved dI/dU maps at the FM
peak energy in Fig. 3c show how the maximum of non-collinearity
moves from the rim of the skyrmion to its centre with
increasing magnetic field, in agreement with the skyrmion profiles
in Fig. 3a.

For the FM state, the experimental dI/dU spectra (Figs 2d
and 3b) are in good agreement with the vacuum LDOS calculated
by density functional theory (DFT)10 (Fig. 4a). The vacuum
LDOS is typically dominated by states close to the !Γ point. A
detailed analysis of the spin-resolved band structure and LDOS
(Supplementary Sections 2 and 3) reveals that the sharp peak at
about +0.9 eV stems from the minority d states, whereas the
step-like LDOS of the majority spin channel is caused by bands
of s and p character.

In a non-collinear spin structure, there is a mixing between the
two spin channels that results in a change of the band structure
and the LDOS29. This is seen in DFT calculations for the spin
spiral phase (Supplementary Sections 2 and 3), which are in agree-
ment with the corresponding experimental data (Supplementary
Section 4). To capture the key physics of this band mixing for
two-dimensional (2D) localized skyrmions and to include the
skyrmion profiles12 (Fig. 3a) we use a tight-binding (TB)
model. The corresponding Hamiltonian at every atom site is
given by

H0 =
ϵ↑ 0
0 ϵ↓

( )
(1)

where ϵ↑, ϵ↓ are the on-site energies of the two states. Based on
DFT for the FM state, we describe the electronic states of PdFe/
Ir(111), which dominate the vacuum LDOS, by using a majority
band with a hopping parameter t↑ = −0.5 eV, and a minority band
with t↓ = +0.09 and ϵ↑ − ϵ↓ = 3.1 eV, as depicted in green and
red in Fig. 4b. The corresponding spin-resolved LDOS in the
vacuum for the FM state is qualitatively very similar to that
obtained by DFT calculations10 (compare Fig. 4a,c) and a
similar agreement is obtained for the spin spiral states
(Supplementary Section 3). The non-collinearity within the
skyrmion leads to a mixing between the majority and the
minority spin channels and the hopping between adjacent
atomic sites can be described by the matrix

V(αij) =
t↑ cos(αij /2) −t↑↓ sin(αij /2)
t↓↑ sin(αij /2) t↓cos(αij /2)

( )
(2)

where αij is the angle between the spins on neighbouring sites i
and j and t↑↓ = −t↓↑ describes the nearest-neighbour hopping
matrix element between the two states.

Before solving this TB model for a realistic skyrmion profile,
it is instructive to study the effect of the spin mixing in a simpli-
fied way. We assume that the matrix V(αij) is the same for all
atom sites by fixing all αij to the same angle α and thus obtain a
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a   Néel-type skyrmion b   Bloch-type skyrmion

c   Skyrmion lattice in an Fe monolayer 
 on Ir(111)

d   Individual skyrmions in a PdFe 
 bilayer on Ir(111)

B 10 nm

and low temperatures (the Curie temperature for one 
Fe monolayer is around 30 K). Moreover, the skyrmion 
lattice ground state of an Fe monolayer on Ir(111) does 
not allow the specific properties of individual skyrmi-
ons to be exploited. In PdFe bilayers epitaxially grown 
on Ir(111), spin spirals are observed at low field, but an 
applied field of about 1 T induces a transition to a ferro-
magnetic state embedding individual metastable skyr-
mions10,11 (FIG. 1d). The conditions for having individual 
skyrmions rather than periodic spin textures such as 
skyrmion lattices or spin spirals are discussed in BOX 1.

A prerequisite for the use of skyrmions in devices is 
hence the ability to stabilize small individual skyrmions 
at room temperature and in zero or very small applied 
fields. Because the transition temperatures of bulk com-
pounds in which skyrmions were first found are gen-
erally below or just around room temperature, these 
systems are not easily implementable for applications. 
Although thin films of ferromagnetic transition metals 
such as Fe or Co are more promising, ultrathin epitax-
ially grown films are not the most convenient candi-
dates for devices, first because, up to now, skyrmions in 
ultrathin films have been found only at low temperature, 
and second because epitaxial growth is not easily com-
patible with common spintronic technologies. A prom-
ising path toward practical room-temperature systems 
with individual skyrmions is represented by the recent 

development of perpendicularly magnetized multi-
layers prepared by sputtering deposition, which exploit 
the possibility of obtaining additive DMI at successive 
interfaces. Several groups have recently reported impres-
sive progress not only in the stabilization of skyrmions 
at room temperature, but also in their current-induced 
manipulation, creation and displacement. This Review 
focuses on the recent advances in this new field of top-
ological spintronics, in which topology, together with 
chiral interactions and spin–orbit torques, is exploited 
in an entirely new context for applications in future  
information and communication technologies.

Interfacial Dzyaloshinskii–Moriya interaction
In systems that lack inversion symmetry, spin–orbit cou-
pling can induce an asymmetric exchange interaction, 
the DMI, which takes the form

HDMI = (S1 ×  S2) ∙ d12 (2)

where S1 and S2 are neighbouring spins and d12 is the cor-
responding Dzyaloshinskii–Moriya vector. For the inter-
facial DMI, the focus of this Review, d12 can be written12 
d12 = d12∙(z ×  u12), where z and u12 are unit vectors, respec-
tively perpendicular to the interface in the direction of 
the magnetic layer and pointing from site 1 to site 2.  
For d12 > 0 the DMI favours anticlockwise rotations from 
S1 to S2, similarly to REFS 10,12 (d12 < 0 corresponds to 
lower energy for clockwise magnetization rotation). The 
DMI is a chiral interaction that lowers or increases the 
energy of the spins depending on whether the rotation 
from S1 to S2 around d12 is in the clockwise or in the anti-
clockwise sense. If S1 and S2 are initially parallel, the effect 
of a strong DMI (compared with the symmetric exchange 
interaction) is to introduce a relative tilt around d12. In 
magnetic films with interfacial DMI, the Dzyaloshinskii–
Moriya vector lies in the plane of the film (the x–y plane), 
and the global effect of the DMI on the magnetization 
m can be expressed by the micromagnetic energy per 
volume as

E = D ∙ (mz∂xmx −  mx∂xmz + mz∂ymy −  my∂ymz) (3)

where D is the DMI constant, which is related to the pair 
interaction d12 of equation 2. For a purely interfacial DMI, 
D is inversely proportional to the thickness of the film;  
it is positive for anticlockwise rotations.

The existence of the DMI was first proposed to 
account for the properties of magnetic compounds with 
a non-centrosymmetric lattice, such as α-Fe2O3 (REFS 1,2). 
The DMI was theoretically understood by Moriya as an 
additional term induced by spin–orbit coupling in the 
super-exchange interaction between spins of magnetic 
insulators in the absence of inversion symmetry. For 
metallic systems, the existence of a chiral interaction 
was first demonstrated for disordered alloys, in which 
an atom with large spin–orbit coupling mediates a DMI 
between two magnetic atoms; d12 in this case is perpen-
dicular to the plane of the triangle formed by the three 
atoms13. The DMI was then predicted to exist with the 
same sym metry at the interface between magnetic films 
and metals with large spin–orbit coupling14. In systems 
composed of a magnetic film (such as Co) and a metal 

Figure 1 | Magnetic texture of skyrmions. a,b | Néel-type (panel a) and Bloch-type  
(panel b) skyrmions with the magnetization rotating from the down direction at  
the skyrmion’s centre to the up direction of the external uniform magnetization at the 
skyrmion’s edge, as in a Néel or in a Bloch domain wall. c | Lattice of skyrmions as observed 
by spin-polarized scanning tunnelling microscopy in a monolayer of Fe grown on Ir(111). 
The colour wheel indicates the in-plane magnetization, and the square unit cell has a side 
length of 1 nm. The grey cones indicate the direction of magnetization in 3D. d | Individual 
skyrmions observed by the same technique in a PdFe bilayer on Ir(111). The out-of-plane 
magnetization is colour-coded from red for ‘up’ to blue for ‘down’ magnetization.  
An external field B = 1.5 T is used to stabilize the skyrmions. Panels a and b are reproduced 
with permission from REF. 94, courtesy of K. Everschor-Sitte, University of Cologne, 
Germany. Panel c is reproduced with permission from REF. 95, Macmillan Publishers 
Limited. Panel d is reproduced with permission from REF. 96, American Physical Society.
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250 T. LANCASTER

Figure 4. (a) The potential energy for d = D = 2. (b) The vor-
tex excitation. (c) The hedgehog or monopole excitation for
d = D = 3. (Adapted from Ref. [2].)

in different regions of space, subject to the all-important
constraint that the field vary smoothly from place to
place. The defect in this case is known as a vortex, an
example of which is shown in Figure 4(b). The vortex has
a core at its centre and has a field that swirls around the
core.3

An important point about the vortex is that there are
lots of very similar structures we can make, for exam-
ple, by globally rotating all of the arrows by some fixed
angle. In fact, from the point of view of topology, each of
these excitations is equivalent. The quantity that defines
the topological properties of the vortex is its integerwind-
ing number w. This quantity counts the number of times
the arrows rotate through 2π radians as we follow a cir-
cle around the vortex core. The diagram shows a w = 1
vortex, since the arrows make a complete rotation as we
follow a circle around the vortex core. It is possible to
make vortices with w = 2. In contrast to a w = 1 object,
a w = −1 object, known as an antivortex, does not have
the arrows pointing in the opposite direction, but rather
has arrows thatwrap in the opposite direction as the circle
is traversed around the core.

In the three-dimensional case of D = 3, d = 3 we
have a configuration called a hedgehog (or monopole)
shown in Figure 4(c). Here the winding number is given
by considering the 3D field φ(x1, x2), where x1 and x2
are coordinates allowing us to locate points on a closed
surface (conventionally we choose angles x1 = θ and

Figure 5. The stereographic projection (denoted P ) squashes
the hedgehog into D = 2, where it becomes a skyrmion. The left-
hand version is aNéel skyrmion; the right-hand version,where the
spins have been combed over (denotedR), is a Bloch skyrmion.
(Based on a figure from Ref. [22].)

x2 = ϕ, for example), and we evaluate the integral

w = 1
4π

∫
dx1dx2 φ̂ ·

(
∂φ̂

∂x1
× ∂φ̂

∂x2

)

, (3)

where φ̂ = φ/|φ| is the normalised (unit) field andwhere
the surface over which we integrate surrounds the core of
the hedgehog. The integrand in this expression gives an
element of the solid angle swept out by the vectors φ. By
comparing the integral of this quantity with 4π we can
therefore compute how many times these vectors wrap
around a sphere. In the same way that we can globally
rotate the D = 2 arrows of the vortex without chang-
ing w, a combed hedgehog, with all of its arrows rotated
globally by the same amount, also has the same winding
number as the conventional hedgehog (see Figure 5, top).

The vortex and hedgehog introduce a new feature
compared to the domain wall: they cost an infinite
amount of energy! This can be understood by inspection
of the vortex. It is swirly at large distances from the core,
so that the fields never become uniform. The first term
in Equation (2) then keeps costing energy causing a vol-
ume integral over the free energy density to diverge. This
energetic cost is a consequence of Derrick’s theorem and
is important in judging whether each of these objects can
hope to exist. That is, if an object costs an infinite amount
of energy to create, it is not going to be realised in a sys-
tem (at least without some other physical property being
introduced) [2,5]. Specifically, Derrick investigated static
field configurations as they are scaled up and down in
their spatial size. If a field configuration is stable, then
there is a pointwhere the energy is stationarywith respect
to such a scaling. If the field configuration has no such

250 T. LANCASTER

Figure 4. (a) The potential energy for d = D = 2. (b) The vor-
tex excitation. (c) The hedgehog or monopole excitation for
d = D = 3. (Adapted from Ref. [2].)

in different regions of space, subject to the all-important
constraint that the field vary smoothly from place to
place. The defect in this case is known as a vortex, an
example of which is shown in Figure 4(b). The vortex has
a core at its centre and has a field that swirls around the
core.3

An important point about the vortex is that there are
lots of very similar structures we can make, for exam-
ple, by globally rotating all of the arrows by some fixed
angle. In fact, from the point of view of topology, each of
these excitations is equivalent. The quantity that defines
the topological properties of the vortex is its integerwind-
ing number w. This quantity counts the number of times
the arrows rotate through 2π radians as we follow a cir-
cle around the vortex core. The diagram shows a w = 1
vortex, since the arrows make a complete rotation as we
follow a circle around the vortex core. It is possible to
make vortices with w = 2. In contrast to a w = 1 object,
a w = −1 object, known as an antivortex, does not have
the arrows pointing in the opposite direction, but rather
has arrows thatwrap in the opposite direction as the circle
is traversed around the core.

In the three-dimensional case of D = 3, d = 3 we
have a configuration called a hedgehog (or monopole)
shown in Figure 4(c). Here the winding number is given
by considering the 3D field φ(x1, x2), where x1 and x2
are coordinates allowing us to locate points on a closed
surface (conventionally we choose angles x1 = θ and

Figure 5. The stereographic projection (denoted P ) squashes
the hedgehog into D = 2, where it becomes a skyrmion. The left-
hand version is aNéel skyrmion; the right-hand version,where the
spins have been combed over (denotedR), is a Bloch skyrmion.
(Based on a figure from Ref. [22].)

x2 = ϕ, for example), and we evaluate the integral

w = 1
4π

∫
dx1dx2 φ̂ ·

(
∂φ̂

∂x1
× ∂φ̂

∂x2

)

, (3)

where φ̂ = φ/|φ| is the normalised (unit) field andwhere
the surface over which we integrate surrounds the core of
the hedgehog. The integrand in this expression gives an
element of the solid angle swept out by the vectors φ. By
comparing the integral of this quantity with 4π we can
therefore compute how many times these vectors wrap
around a sphere. In the same way that we can globally
rotate the D = 2 arrows of the vortex without chang-
ing w, a combed hedgehog, with all of its arrows rotated
globally by the same amount, also has the same winding
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in Equation (2) then keeps costing energy causing a vol-
ume integral over the free energy density to diverge. This
energetic cost is a consequence of Derrick’s theorem and
is important in judging whether each of these objects can
hope to exist. That is, if an object costs an infinite amount
of energy to create, it is not going to be realised in a sys-
tem (at least without some other physical property being
introduced) [2,5]. Specifically, Derrick investigated static
field configurations as they are scaled up and down in
their spatial size. If a field configuration is stable, then
there is a pointwhere the energy is stationarywith respect
to such a scaling. If the field configuration has no such

T. Lancaster, Contemp. Phys. 60, 246-261 (2019) 

Néel 
type

Bloch 
type



Micromagnetic modeling framework

continuum mesoscopic theory

statics:  
the observed magnetization patterns are local or global energy minimizers 
dynamics:  
the Landau-Lifshitz-Gilbert equation (in the Landau-Lifshitz form) 

stochasticity can be added  

⌦ ⇢ R3
M : ⌦ ! R3

|M| = Ms He↵ = �
1

µ0

�E

�M

d = 0.5÷ 5 nm L = 50÷ 500 nm

A = 1.4⇥ 10
�11

J/m Ms = 1.4⇥ 10
6
A/m K = 1⇥ 10

5
J/m

3
`ex = 3.37 nm

Es(m) =
1

�

Z

T`⇥(0,�)

|mk|
2
d
3
r �

�

8⇡

Z

T`

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

+
�

4⇡

Z

T`

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0

 = 0 |Es(m)� Es(m)|  C�

Z

T`⇥(0,�)

|rm|
2
d
3
r

E(m) =

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
1

2⇡�

Z

R2

Z

R2

 
1

|r� r0|
�

1p
|r� r0|2 + �2

� 2⇡�
(2)
(r� r

0
)�

!
mk(r)mk(r

0
) d

2
r d

2
r
0

+ �

Z

R2

Z

R2

K�(|r� r
0
|)r ·m?(r)r ·m?(r

0
) d

2
r d

2
r
0

E(m) '

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
�

4⇡

Z

R2

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0
�

�

8⇡

Z

R2

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

m = (m
0
,m3)

m
0
= (m1,m2)

� ! 0

1

Landau and Lifshitz, 1935; Néel, 1944; Kittel, 1949; Brown, 1963; Hubert and Schaefer, 1998

(1 + ↵
2
)
@M

@t
= ��0

✓
M⇥He↵ +

↵

Ms
M⇥M⇥He↵

◆
,

@M

@n

����
@⌦

= 0.

E(M) =
A

M2
s

Z

⌦⇥(0,d)

|rM|
2
d
3
r +

K

M2
s

Z

⌦⇥(0,d)

�(M?) d
3
r

� µ0

Z

⌦⇥(0,d)

M ·H d
3
r + µ0

Z

R3

Z

R3

r ·M(r)r ·M(r
0
)

8⇡|r� r0|
d
3
r d

3
r
0

⌦ ⇢ R3
M : ⌦ ! R3

|M| = Ms He↵ = �
1

µ0

�E

�M

d = 0.5÷ 5 nm L = 50÷ 500 nm

A = 1.4⇥ 10
�11

J/m Ms = 1.4⇥ 10
6
A/m K = 1⇥ 10

5
J/m

3
`ex = 3.37 nm

Es(m) =
1

�

Z

T`⇥(0,�)

|mk|
2
d
3
r �

�

8⇡

Z

T`

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

+
�

4⇡

Z

T`

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0

 = 0 |Es(m)� Es(m)|  C�

Z

T`⇥(0,�)

|rm|
2
d
3
r

E(m) =

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
1

2⇡�

Z

R2

Z

R2

 
1

|r� r0|
�

1p
|r� r0|2 + �2

� 2⇡�
(2)
(r� r

0
)�

!
mk(r)mk(r

0
) d

2
r d

2
r
0

+ �

Z

R2

Z

R2

K�(|r� r
0
|)r ·m?(r)r ·m?(r

0
) d

2
r d

2
r
0

1

example: uniaxial crystal
D ⇢ R3

M : D ! R3
|M| = Ms

E(M) =
A

M2
s

Z

⌦⇥(0,d)

|rM|
2
d
3
r +

Kd

M2
s

Z

⌦

|M?|
2
d
2
r � µ0

Z

⌦⇥(0,d)

M ·H d
3
r

+ µ0

Z

R3

Z

R3

r ·M(r)r ·M(r
0
)

8⇡|r� r0|
d
3
r d

3
r
0
+

Dd

M2
s

Z

⌦

⇣
Mkr ·M? �M? ·rMk

⌘
d
2
r

d = 0.5� 5 nm L = 50� 500 nm

Es(m) =
1

�

Z

T`⇥(0,�)

|mk|
2
d
3
r �

�

8⇡

Z

T`

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

+
�

4⇡

Z

T`

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0

 = 0 |Es(m)� Es(m)|  C�

Z

T`⇥(0,�)

|rm|
2
d
3
r

E(m) =

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
1

2⇡�

Z

R2

Z

R2

 
1

|r� r0|
�

1p
|r� r0|2 + �2

� 2⇡�
(2)
(r� r

0
)�

!
mk(r)mk(r

0
) d

2
r d

2
r
0

+ �

Z

R2

Z

R2

K�(|r� r
0
|)r ·m?(r)r ·m?(r

0
) d

2
r d

2
r
0

E(m) '

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
�

4⇡

Z

R2

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0
�

�

8⇡

Z

R2

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

1

D ⇢ R3
M : D ! R3

|M| = Ms

E(M) =
A

M2
s

Z

D

|rM|
2
d
3
r +

K

M2
s

Z

D

�
M

2
1 +M

2
3

�
d
3
r

� µ0

Z

D

M ·H d
3
r + µ0

Z

R3

Z

R3

r ·M(r)r ·M(r
0
)

8⇡|r� r0|
d
3
r d

3
r
0

E(M) =
A

M2
s

Z

⌦⇥(0,d)

|rM|
2
d
3
r +

Kd

M2
s

Z

⌦

|M?|
2
d
2
r � µ0

Z

⌦⇥(0,d)

M ·H d
3
r

+ µ0

Z

R3

Z

R3

r ·M(r)r ·M(r
0
)

8⇡|r� r0|
d
3
r d

3
r
0
+

Dd

M2
s

Z

⌦

⇣
Mkr ·M? �M? ·rMk

⌘
d
2
r

d = 0.5� 5 nm L = 50� 500 nm

Es(m) =
1

�

Z

T`⇥(0,�)

|mk|
2
d
3
r �

�

8⇡

Z

T`

Z

R2

(mk(r)�mk(r
0
))

2

|r� r0|3
d
2
r d

2
r
0

+
�

4⇡

Z

T`

Z

R2

r ·m?(r)r ·m?(r
0
)

|r� r0|
d
2
r d

2
r
0

 = 0 |Es(m)� Es(m)|  C�

Z

T`⇥(0,�)

|rm|
2
d
3
r

E(m) =

Z

R2

�
|rm|

2
+ (Q� 1)|m?|

2
� 2m? ·rmk

 
d
2
r

+
1

2⇡�

Z

R2

Z

R2

 
1

|r� r0|
�

1p
|r� r0|2 + �2

� 2⇡�
(2)
(r� r

0
)�

!
mk(r)mk(r

0
) d

2
r d

2
r
0

+ �

Z

R2

Z

R2

K�(|r� r
0
|)r ·m?(r)r ·m?(r

0
) d

2
r d

2
r
0

1



Stray field energy

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

VARIATIONAL PRINCIPLES OF MICROMAGNETICS 3581

cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
µ0

2

Z

⌦
M ·rUd d

3
r =

µ0

2

Z

R3

|rUd|
2
d
3
r.(1.5)

Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0

8⇡

Z

R3

Z

R3

divM(r) divM(r0)

|r� r0|
d
3
r d

3
r
0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
µ0

2
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M ·rUd d

3
r =

µ0
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|rUd|
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r.(1.5)

Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0
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divM(r) divM(r0)

|r� r0|
d
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0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]

E(M) =
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
µ0

2
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M ·rUd d

3
r =

µ0
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Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0

8⇡

Z
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Z
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divM(r) divM(r0)

|r� r0|
d
3
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3
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0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
µ0

2
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M ·rUd d

3
r =
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|rUd|
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Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0

8⇡

Z

R3

Z
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divM(r) divM(r0)

|r� r0|
d
3
r d

3
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0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
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2
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M ·rUd d

3
r =
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Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0
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Z
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Z
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divM(r) divM(r0)

|r� r0|
d
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0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
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2
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M ·rUd d
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r =
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Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0

8⇡

Z
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divM(r) divM(r0)
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d
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,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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Remark: can also use the vector potential:                  , in the Coulomb gauge:  
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cromagnetic energy associated with the magnetization state of a ferromagnetic sample
occupying three-dimensional bounded domain ⌦ (⌦ ⇢ R3) is [7, 32, 38]
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(1.1)

where M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in ⌦
and M = 0 in R3

\⌦ (i.e., outside the domain ⌦), the positive constants Ms, A, and K

are the saturation magnetization and exchange and anisotropy constants, respectively,
Ha is the applied magnetic field, and µ0 is the permeability of vacuum. Here we use
the standard notation |rM|

2 = |rM1|
2+ |rM2|

2+ |rM3|
2 for the Euclidean norm of

gradients of vectorial quantities. All physical quantities are assumed to be in SI units.
The demagnetizing field Hd is determined via the magnetic induction B = Ba +Bd,
where Ba = µ0Ha is the induction in the absence of the ferromagnet due to permanent
external field sources, and

Bd = µ0(Hd +M).(1.2)

The pair (Hd,Bd) solves the following system obtained from the time-independent
Maxwell’s equations:

divBd = 0, curlHd = 0,(1.3)

where we noted that by definition divBa = 0 in R3. In (1.1), the terms in the order
of appearance are the exchange, Eex, magnetocrystalline anisotropy, Ea, stray field,
Es, and Zeeman, EZ, energies, respectively.

There exist several well-known representations of the stray field energy employed
in the analysis of the micromagnetic energy [9]. Using (1.3), one can introduce the
magnetic scalar potential Ud : R3

! R associated with the demagnetizing field, such
that Hd = �rUd, and Ud satisfies the following equation in the sense of distributions:

�Ud = divM,(1.4)

and vanishes at infinity. The stray field energy can be rewritten in terms of Ud as [9]

Es(M) =
µ0

2

Z

⌦
M ·rUd d

3
r =

µ0

2

Z

R3

|rUd|
2
d
3
r.(1.5)

Using the fundamental solution of the Laplace equation in R3, one can also rewrite
the stray field energy in the following way:

Es(M) =
µ0

8⇡

Z

R3

Z

R3

divM(r) divM(r0)

|r� r0|
d
3
r d

3
r
0
,(1.6)

reflecting its nonlocal and singular nature. Note that since M has a jump at the
boundary of domain ⌦, its divergence divM has a singularity and, therefore, must be
understood in a formal sense through its Fourier symbol.

Another way to represent the stray field energy is to employ the magnetic vector
potential A satisfying B = curlA = curl (Aa + Ad), where Aa and Ad are the
contributions associated with Ba and Bd, respectively. The magnetic vector potential
is unobservable and not uniquely defined due to gauge invariance. However, this
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potential is contained in the momentum operator for a charged particle and, therefore,
plays a crucial role in the description of superconductivity and the Ehrenberg–Siday–
Aharonov–Bohm e↵ect underlying the method of electron holography [40]. In the
Coulomb gauge one sets divAa = divAd = 0, leading to the following equation for
Ad understood in the sense of distributions [9]:

curl (curlAd) = ��Ad = µ0 curlM,(1.7)

where we used the identity r(divA) � curl (curlA) = �A. In a similar way to
the use of magnetostatic potential Ud, we can rewrite the demagnetizing field Hd =
µ
�1
0 curlAd �M to represent the stray field energy as

Es(M) =
1

2

Z

⌦

�
µ0|M|

2
�M · curlAd

�
d
3
r =

1

2µ0

Z

R3

|curlAd � µ0M|
2
d
3
r.(1.8)

Again, using the fundamental solution of the Laplace equation in R3 we obtain another
representation of the stray field energy:

Es(M) =
1

2
µ0M

2
s |⌦|�

µ0

8⇡

Z

R3

Z

R3

curlM(r) · curlM(r0)

|r� r0|
d
3
r d

3
r
0
,(1.9)

where |⌦| is the volume of ⌦. Note that since M has a jump at the boundary of
domain ⌦, curlM has a singularity and, therefore, must again be understood in a
formal sense through its Fourier symbol.

The multiscale complexity of the micromagnetic energy allows for a variety of
distinct regimes characterized by di↵erent relations between material and geometrical
parameters, and makes the micromagnetic theory very rich and challenging [16, 32].
One of the most powerful analytical approaches to study the equilibria of the micro-
magnetic energy is the investigation of its �-limits in various asymptotic regimes. To
achieve this, one needs to obtain asymptotically matching lower and upper bounds for
the micromagnetic energy. Typically, the construction of the upper bounds is done
using appropriate test functions; the lower bound constructions are more di�cult and
require a careful analysis of the specific problem under consideration. We point out,
however, that in the case of the stray field energy, even constructing the upper bounds
might present a significant challenge due to the nonlocal and singular behavior of the
demagnetizing field Hd.

In this paper, we revisit the variational formulation associated with the micro-
magnetic energy, emphasizing the treatment of the stray field energy to obtain e�cient
upper and lower bounds. To this aim, we formulate three distinct variational princi-
ples for local minimizers of the micromagnetic energy. The first variational principle
can be stated as a minimax problem for the magnetization M and the scalar potential
U . Specifically, for M fixed, the stray field energy may be expressed as

Es(M) = max
U2H̊1(R3)

µ0

Z

R3

✓
M ·rU �

1

2
|rU |

2

◆
d
3
r(1.10)

and, therefore, yields convenient lower bounds on the stray field energy via the use
of test functions for U (recall that H̊1(R3) denotes the space of functions whose first
derivatives are square integrable; see section 2 for the precise definitions of the function
spaces).

The second variational principle is a joint minimization problem for the magneti-
zation M and the vector potential A subject to the Coulomb gauge (divA = 0) with
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potential is contained in the momentum operator for a charged particle and, therefore,
plays a crucial role in the description of superconductivity and the Ehrenberg–Siday–
Aharonov–Bohm e↵ect underlying the method of electron holography [40]. In the
Coulomb gauge one sets divAa = divAd = 0, leading to the following equation for
Ad understood in the sense of distributions [9]:

curl (curlAd) = ��Ad = µ0 curlM,(1.7)

where we used the identity r(divA) � curl (curlA) = �A. In a similar way to
the use of magnetostatic potential Ud, we can rewrite the demagnetizing field Hd =
µ
�1
0 curlAd �M to represent the stray field energy as

Es(M) =
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�M · curlAd
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d
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Again, using the fundamental solution of the Laplace equation in R3 we obtain another
representation of the stray field energy:

Es(M) =
1
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µ0M
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curlM(r) · curlM(r0)
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,(1.9)

where |⌦| is the volume of ⌦. Note that since M has a jump at the boundary of
domain ⌦, curlM has a singularity and, therefore, must again be understood in a
formal sense through its Fourier symbol.

The multiscale complexity of the micromagnetic energy allows for a variety of
distinct regimes characterized by di↵erent relations between material and geometrical
parameters, and makes the micromagnetic theory very rich and challenging [16, 32].
One of the most powerful analytical approaches to study the equilibria of the micro-
magnetic energy is the investigation of its �-limits in various asymptotic regimes. To
achieve this, one needs to obtain asymptotically matching lower and upper bounds for
the micromagnetic energy. Typically, the construction of the upper bounds is done
using appropriate test functions; the lower bound constructions are more di�cult and
require a careful analysis of the specific problem under consideration. We point out,
however, that in the case of the stray field energy, even constructing the upper bounds
might present a significant challenge due to the nonlocal and singular behavior of the
demagnetizing field Hd.

In this paper, we revisit the variational formulation associated with the micro-
magnetic energy, emphasizing the treatment of the stray field energy to obtain e�cient
upper and lower bounds. To this aim, we formulate three distinct variational princi-
ples for local minimizers of the micromagnetic energy. The first variational principle
can be stated as a minimax problem for the magnetization M and the scalar potential
U . Specifically, for M fixed, the stray field energy may be expressed as

Es(M) = max
U2H̊1(R3)

µ0

Z

R3

✓
M ·rU �

1

2
|rU |

2

◆
d
3
r(1.10)

and, therefore, yields convenient lower bounds on the stray field energy via the use
of test functions for U (recall that H̊1(R3) denotes the space of functions whose first
derivatives are square integrable; see section 2 for the precise definitions of the function
spaces).

The second variational principle is a joint minimization problem for the magneti-
zation M and the vector potential A subject to the Coulomb gauge (divA = 0) with
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potential is contained in the momentum operator for a charged particle and, therefore,
plays a crucial role in the description of superconductivity and the Ehrenberg–Siday–
Aharonov–Bohm e↵ect underlying the method of electron holography [40]. In the
Coulomb gauge one sets divAa = divAd = 0, leading to the following equation for
Ad understood in the sense of distributions [9]:

curl (curlAd) = ��Ad = µ0 curlM,(1.7)

where we used the identity r(divA) � curl (curlA) = �A. In a similar way to
the use of magnetostatic potential Ud, we can rewrite the demagnetizing field Hd =
µ
�1
0 curlAd �M to represent the stray field energy as

Es(M) =
1

2

Z

⌦

�
µ0|M|

2
�M · curlAd

�
d
3
r =

1

2µ0

Z

R3

|curlAd � µ0M|
2
d
3
r.(1.8)

Again, using the fundamental solution of the Laplace equation in R3 we obtain another
representation of the stray field energy:

Es(M) =
1

2
µ0M

2
s |⌦|�

µ0

8⇡

Z

R3

Z

R3

curlM(r) · curlM(r0)

|r� r0|
d
3
r d

3
r
0
,(1.9)

where |⌦| is the volume of ⌦. Note that since M has a jump at the boundary of
domain ⌦, curlM has a singularity and, therefore, must again be understood in a
formal sense through its Fourier symbol.

The multiscale complexity of the micromagnetic energy allows for a variety of
distinct regimes characterized by di↵erent relations between material and geometrical
parameters, and makes the micromagnetic theory very rich and challenging [16, 32].
One of the most powerful analytical approaches to study the equilibria of the micro-
magnetic energy is the investigation of its �-limits in various asymptotic regimes. To
achieve this, one needs to obtain asymptotically matching lower and upper bounds for
the micromagnetic energy. Typically, the construction of the upper bounds is done
using appropriate test functions; the lower bound constructions are more di�cult and
require a careful analysis of the specific problem under consideration. We point out,
however, that in the case of the stray field energy, even constructing the upper bounds
might present a significant challenge due to the nonlocal and singular behavior of the
demagnetizing field Hd.

In this paper, we revisit the variational formulation associated with the micro-
magnetic energy, emphasizing the treatment of the stray field energy to obtain e�cient
upper and lower bounds. To this aim, we formulate three distinct variational princi-
ples for local minimizers of the micromagnetic energy. The first variational principle
can be stated as a minimax problem for the magnetization M and the scalar potential
U . Specifically, for M fixed, the stray field energy may be expressed as

Es(M) = max
U2H̊1(R3)

µ0

Z

R3

✓
M ·rU �

1

2
|rU |

2

◆
d
3
r(1.10)

and, therefore, yields convenient lower bounds on the stray field energy via the use
of test functions for U (recall that H̊1(R3) denotes the space of functions whose first
derivatives are square integrable; see section 2 for the precise definitions of the function
spaces).

The second variational principle is a joint minimization problem for the magneti-
zation M and the vector potential A subject to the Coulomb gauge (divA = 0) with
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potential is contained in the momentum operator for a charged particle and, therefore,
plays a crucial role in the description of superconductivity and the Ehrenberg–Siday–
Aharonov–Bohm e↵ect underlying the method of electron holography [40]. In the
Coulomb gauge one sets divAa = divAd = 0, leading to the following equation for
Ad understood in the sense of distributions [9]:

curl (curlAd) = ��Ad = µ0 curlM,(1.7)

where we used the identity r(divA) � curl (curlA) = �A. In a similar way to
the use of magnetostatic potential Ud, we can rewrite the demagnetizing field Hd =
µ
�1
0 curlAd �M to represent the stray field energy as

Es(M) =
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Again, using the fundamental solution of the Laplace equation in R3 we obtain another
representation of the stray field energy:
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where |⌦| is the volume of ⌦. Note that since M has a jump at the boundary of
domain ⌦, curlM has a singularity and, therefore, must again be understood in a
formal sense through its Fourier symbol.

The multiscale complexity of the micromagnetic energy allows for a variety of
distinct regimes characterized by di↵erent relations between material and geometrical
parameters, and makes the micromagnetic theory very rich and challenging [16, 32].
One of the most powerful analytical approaches to study the equilibria of the micro-
magnetic energy is the investigation of its �-limits in various asymptotic regimes. To
achieve this, one needs to obtain asymptotically matching lower and upper bounds for
the micromagnetic energy. Typically, the construction of the upper bounds is done
using appropriate test functions; the lower bound constructions are more di�cult and
require a careful analysis of the specific problem under consideration. We point out,
however, that in the case of the stray field energy, even constructing the upper bounds
might present a significant challenge due to the nonlocal and singular behavior of the
demagnetizing field Hd.

In this paper, we revisit the variational formulation associated with the micro-
magnetic energy, emphasizing the treatment of the stray field energy to obtain e�cient
upper and lower bounds. To this aim, we formulate three distinct variational princi-
ples for local minimizers of the micromagnetic energy. The first variational principle
can be stated as a minimax problem for the magnetization M and the scalar potential
U . Specifically, for M fixed, the stray field energy may be expressed as

Es(M) = max
U2H̊1(R3)

µ0

Z
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M ·rU �

1
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|rU |
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and, therefore, yields convenient lower bounds on the stray field energy via the use
of test functions for U (recall that H̊1(R3) denotes the space of functions whose first
derivatives are square integrable; see section 2 for the precise definitions of the function
spaces).

The second variational principle is a joint minimization problem for the magneti-
zation M and the vector potential A subject to the Coulomb gauge (divA = 0) with
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the stray field energy expressed as

Es(M) = min
A2H̊1(R3;R3)

divA=0

1

2µ0

Z

R3

|curlA� µ0M|
2
d
3
r(1.11)

and is useful in constructing upper bounds for the stray field energy via suitable test
functions for A.

Finally, we introduce the third variational principle closely linked to the second
one that amounts to a joint minimization for the magnetization M and the vector
potential A in the absence of the constraint on divA. It allows us to express the
stray field energy in the form

Es(M) =
1

2
µ0M

2
s V + min

A2H̊1(R3;R3)

Z

R3

✓
1

2µ0
|rA|

2
�M · curlA

◆
d
3
r.(1.12)

This formula gives a novel representation of the magnetostatic energy, which is par-
ticularly convenient both for obtaining localized upper bounds for the micromagnetic
energy and the numerical implementation of the stray field.

The variational principle in (1.10) leading to (1.5) is well known. In the context
of micromagnetics, where one needs to minimize the energy in (1.1) with respect to M
with Hd determined by the unique solution of (1.3), it results in a minimax problem
in terms of the pair (M, U). As such, this minimax principle has not been precisely
formulated in the literature, although it has long existed in the micromagnetics folklore
(see, e.g., [9, 10, 34]). Here we establish the validity of this variational principle under
minimal assumptions that arise naturally in the context of micromagnetics.

Similarly, the minimization principles for the micromagnetic energy, in which the
stray field energy is expressed through (1.11) or (1.12) appeared in some form in
the engineering literature in the context of finite element discretization of the mag-
netostatic problems for ferromagnets. Specifically, the energy functional in (1.11)
appeared in [5], and the associated problem is an extension of the well-known varia-
tional principles for Maxwell’s equations [36, 42]. In [9, 12, 15, 50], the minimization
principles rely on local constitutive relationships between the magnetic induction and
the magnetic field, which in the context of micromagnetics may be obtained by first
minimizing the micromagnetic energy written in terms of the pair (M,A) with re-
spect to M, provided the exchange energy is neglected [34, 45, 46]. However, in the
full micromagnetics formulation the exchange energy plays a crucial role and, there-
fore, the variational formulation must include a joint minimization of E in (M,A).
Note that while in the case of (1.11) the minimization in A requires an additional
constraint in the form of the Coulomb gauge, the minimization in (1.12) is uncon-
strained and automatically enforces the Coulomb gauge for the minimizers. In fact,
if one were to minimize the expression in (1.12) within the class in (1.11), one would
simply recover the problem in (1.11), since for divA = 0 the two energies coincide,
as can be easily seen via an integration by parts [23]. On the other hand, the absence
of the divergence-free constraint, first noted in [12], makes the formulation in (1.12)
clearly more attractive than that in (1.11) and opens up a way for an e�cient numer-
ical treatment of minimizers of the micromagnetic energy. In this paper, we put the
above variational principles on a rigorous footing under natural assumptions.

Finally, we illustrate the usefulness of our results for analytical studies of micro-
magnetics by applying the obtained variational principles to the problem of finding
the �-limit of the micromagnetic energy in curved thin ferromagnetic shells. These
problems are interesting due to intrinsic symmetry-breaking mechanisms coming from
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functions for A.

Finally, we introduce the third variational principle closely linked to the second
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This formula gives a novel representation of the magnetostatic energy, which is par-
ticularly convenient both for obtaining localized upper bounds for the micromagnetic
energy and the numerical implementation of the stray field.

The variational principle in (1.10) leading to (1.5) is well known. In the context
of micromagnetics, where one needs to minimize the energy in (1.1) with respect to M
with Hd determined by the unique solution of (1.3), it results in a minimax problem
in terms of the pair (M, U). As such, this minimax principle has not been precisely
formulated in the literature, although it has long existed in the micromagnetics folklore
(see, e.g., [9, 10, 34]). Here we establish the validity of this variational principle under
minimal assumptions that arise naturally in the context of micromagnetics.

Similarly, the minimization principles for the micromagnetic energy, in which the
stray field energy is expressed through (1.11) or (1.12) appeared in some form in
the engineering literature in the context of finite element discretization of the mag-
netostatic problems for ferromagnets. Specifically, the energy functional in (1.11)
appeared in [5], and the associated problem is an extension of the well-known varia-
tional principles for Maxwell’s equations [36, 42]. In [9, 12, 15, 50], the minimization
principles rely on local constitutive relationships between the magnetic induction and
the magnetic field, which in the context of micromagnetics may be obtained by first
minimizing the micromagnetic energy written in terms of the pair (M,A) with re-
spect to M, provided the exchange energy is neglected [34, 45, 46]. However, in the
full micromagnetics formulation the exchange energy plays a crucial role and, there-
fore, the variational formulation must include a joint minimization of E in (M,A).
Note that while in the case of (1.11) the minimization in A requires an additional
constraint in the form of the Coulomb gauge, the minimization in (1.12) is uncon-
strained and automatically enforces the Coulomb gauge for the minimizers. In fact,
if one were to minimize the expression in (1.12) within the class in (1.11), one would
simply recover the problem in (1.11), since for divA = 0 the two energies coincide,
as can be easily seen via an integration by parts [23]. On the other hand, the absence
of the divergence-free constraint, first noted in [12], makes the formulation in (1.12)
clearly more attractive than that in (1.11) and opens up a way for an e�cient numer-
ical treatment of minimizers of the micromagnetic energy. In this paper, we put the
above variational principles on a rigorous footing under natural assumptions.

Finally, we illustrate the usefulness of our results for analytical studies of micro-
magnetics by applying the obtained variational principles to the problem of finding
the �-limit of the micromagnetic energy in curved thin ferromagnetic shells. These
problems are interesting due to intrinsic symmetry-breaking mechanisms coming from
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the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.

2. Model
We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]

E(M) = A
M2

s

∫

Ω×(0,d)
|∇M|2 d3r + K

M2
s

∫

Ω×(0,d)
|M⊥ |2 d3r − µ0

∫

Ω×(0,d)
M · H d3r

+ µ0

∫

R3

∫

R3

∇ · M(r)∇ · M(r′)
8π |r − r′|

d3r d3r′ + Dd
M2

s

∫

Ω
(M̄∥∇ · M̄⊥ − M̄⊥ · ∇M̄∥) d2r. (2.1)

Here we wrote M = (M⊥ , M∥), where we defined M⊥ ∈ R2 and M∥ ∈ R to be the components of the
magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic

 on January 12, 2017http://rspa.royalsocietypublishing.org/Downloaded from 

4

rspa.royalsocietypublishing.org
Proc.R.Soc.A473:20160666

...................................................

the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.

2. Model
We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]
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Here we wrote M = (M⊥ , M∥), where we defined M⊥ ∈ R2 and M∥ ∈ R to be the components of the
magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic
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the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.

2. Model
We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
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magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic

 on January 12, 2017http://rspa.royalsocietypublishing.org/Downloaded from 

4

rspa.royalsocietypublishing.org
Proc.R.Soc.A473:20160666

...................................................

the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.
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(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]
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magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic
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the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.
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We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]
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respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
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the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.
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We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]
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magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic
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the constructions for the full two-dimensional problem. Our one-dimensional results confirm the
physical intuition of [19] for a slightly reduced range of the DMI constants.

We then investigate the full two-dimensional energy in the regime of large domains and small
applied fields, using methods of Γ -convergence. After a rescaling, this amounts to a study of the
asymptotic behaviour of the energy Eε(m) in (4.2) as ε → 0. We note that our original problem is
vectorial, constrained (|m(x )| = 1), and the energy contains linear gradient terms in the interior,
as well as boundary terms (after integration by parts), both coming from DMI. Even though the
original problem is vectorial—and these are notoriously difficult phase transition problems—we
show that one can reduce our problem to a scalar setting by decoupling the behaviour of the
normal magnetization component m∥, preferring to be equal to ± 1, and the in-plane component
m⊥ , preferring to be 0, outside the transition layer and proving that the optimal configuration
of m⊥ is a function of m∥ and the layer orientation. This non-trivial observation significantly
simplifies the analysis of the problem and allows us to use the methods developed in [38,40]
to obtain the Γ -limit of the family of micromagnetic energies. The rest of the proof follows the
pattern of the gradient theory of phase transitions [37], with some modifications to account for
the vectorial and constrained nature of the problem.

With the above tools, we obtain the Γ -limit, given by (4.3), of the family of energies in (4.2) with
respect to the L1 convergence of mε

∥. The limit energy is geometric, and its minimizers determine
the locations of the chiral domain walls, which are now curves separating the regions in which
m0

∥ changes sign. As a consequence, we also obtain an asymptotic characterization of the energy
minimizers of Eε as ε → 0. Our main result, stated in theorem 4.1, indicates that the presence of
DMI significantly modifies the magnetization behaviour in ultrathin magnetic films by creating
both interior and edge chiral domain walls.

The paper is organized as follows. In §2, we introduce the basic micromagnetic modelling
framework. In §3, we present the solution of the one-dimensional global energy minimization
problem for both the interior and boundary chiral domain walls. Then, in §4, we investigate
the full two-dimensional energy (2.2) in the regime of large domains and small applied fields
and study the behaviour of the family of micromagnetic energies in (4.2) in the limit as ε → 0.
Finally, in §5, we summarize our findings and discuss several additional modelling aspects of our
problem, together with some possible extensions of our analysis.

2. Model
We start by considering a ferromagnetic film of thickness doccupying the spatial domain Ω ×
(0, d) ⊂ R3, where Ω ⊆ R2 is a two-dimensional domain specifying the shape of the ferromagnetic
element. Within the micromagnetic framework [34], the magnetization in the sample is described
by the vector M = M(x , y , z) of constant length |M| = Ms, where Ms is referred to as the saturation
magnetization. The micromagnetic energy in the presence of an out-of-plane uniaxial anisotropy
and an interfacial DMI may be written in the SI units in the form [12,13,18]

E(M) = A
M2

s

∫

Ω×(0,d)
|∇M|2 d3r + K

M2
s

∫

Ω×(0,d)
|M⊥ |2 d3r − µ0

∫

Ω×(0,d)
M · H d3r

+ µ0

∫

R3

∫

R3

∇ · M(r)∇ · M(r′)
8π |r − r′|

d3r d3r′ + Dd
M2

s

∫

Ω
(M̄∥∇ · M̄⊥ − M̄⊥ · ∇M̄∥) d2r. (2.1)

Here we wrote M = (M⊥ , M∥), where we defined M⊥ ∈ R2 and M∥ ∈ R to be the components of the
magnetization vector M that are perpendicular and parallel to the material easy axis (the z-axis),
respectively, and introduced M̄ which is the trace of M on Ω × {0}. In (2.1), A is the exchange
stiffness, K is the magnetocrystalline anisotropy constant, M has been extended by zero outside
the sample and ∇ · M is understood distributionally in R3, µ0 is the permeability of vacuum,
H = H(x , y , z) is the applied magnetic field and D is the DMI constant, following the standard
convention to write D in the units of energy per unit area. In writing the DMI term in this specific
form, we took into account that it arises as a contribution from the interface between the magnetic
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by Eqs. (17)–(19). Substituting these expressions into
Eq. (53), we obtain

E(m�� )

w
' �0

wall

cos �
+ h(2�1

edge � �1
wall) tan �. (54)

Minimizing this expression yields the unique equilibrium
tilt angle

� = arcsin

 
�1

wall � 2�1
edge

�0
wall

h

!
. (55)

In particular, since we are in the regime of small applied
fields the equilibrium tilt angle is linear in h:

� '
4h arccos

⇣


2
p

Q�1

⌘

4(Q � 1) � ⇡
p

Q � 1
. (56)

This formula is one of the main findings of our paper.
We note that the expression in Eq. (55) formally co-

incides with the formula for the contact angle of a triple
junction between three distinct phases11. Nevertheless,
in addition to the contribution of the di↵erence of line
tensions �0

edge ± �1
edgeh associated with the two edges,

the formula also contains a contribution �1
wall due to

anisotropy of the line tention of Dzyaloshinskii wall.

B. The h ⇠  ⌧ 1 regime

In this regime, the explicit expressions for �wall(↵) is
given by Eq. (41). At the same time, recalling that the
expression for �±

edge in Eq. (17) remains valid also for

 ⌧ 1 and that �1
edge = O(3), one can see that the

contribution of �+
edge � ��

edge in Eq. (53) is negligible.
Thus, to the leading order we arrive at

E(m�� )

w
' 4

p
Q � 1

cos �

� ⇡

s

2 +

✓
 tan � +

2hp
Q � 1 cos �

◆2

. (57)

Note that the second term in Eq. (57) is a small pertur-
bation for the first term, which is a convex even function
of � approaching infinity as � ! ±⇡

2 . Therefore, the
minimum in Eq. (57) is attained for |�| ⌧ 1.

To proceed further, we expand the right-hand side of
Eq. (57) in Taylor series in � up to second order and keep
only the leading terms in h and . The result is

E(m�� )

w
' 4
p

Q � 1 � 2⇡h�p
4h2 + 2(Q � 1)

+ 2�2
p

Q � 1. (58)

Minimizing this expression in � yields the equilibrium tilt
angle

� ' ⇡h

2
p

(Q � 1)(4h2 + 2(Q � 1))
. (59)

This formula is another main finding of our paper. As
expected, the title angle in Eq. (59) goes to zero as h ! 0.
Moreover, for h ⌧  ⌧ 1 we obtain an interesting result:

� ' ⇡h

2(Q � 1)
h ⌧ , (60)

i.e., the equilibrium tilt angle becomes independent of
the DMI strength. In fact, this is in agreement with the
prediction of Eq. (56) for vanishingly small .

Similarly, when  ⌧ h ⌧ 1, we find another surprising
result:

� ' ⇡

4
p

Q � 1
 ⌧ h, (61)

i.e., the equilibrium tilt angle becomes independent of the
applied field. This indicates that for moderate values of
the DMI strength the measured tilt angle may be used to
directly assess the value of the interfacial DMI constant
experimentally.

VI. COMPARISON WITH THE NUMERICS

To validate the conclusions of our analysis, we per-
formed three types of numerical tests. For the mate-
rial parameters, we chose those of 0.6 nm-thick mono-
layer of Co with A = 10�11J/m, K = 1.26 ⇥ 106 J/m3,
Ms = 1.09 ⇥ 106 A/m. The representative values of the
DMI strength and applied field are D = 1 mJ/m2 and
µ0H = 100 mT, respectively12.

We begin by comparing the tilted Dzyaloshinskii do-
main wall profiles from the two-dimensional numerical
results obtained, using Mumax3 with the local approxi-
mation to the stray field (as in Eq. (5)), with the one-
dimensional domain wall profiles m

↵ minimizing E↵ in
Eq. (21). In the Mumax3 simulations, we used a con-
servative discretization step �x = 1 nm. To obtain the
one-dimensional profiles m

↵ minimizing E↵, we solved
Eqs. (22)–(24) by writing m

↵ in polar coordinates for ✓
and �:

m
↵ = (sin ✓ cos �, sin ✓ sin �, cos ✓), (62)

and solving the following evolution problem:

✓t = ✓⇠⇠ �
�
�2

⇠ + Q � 1
�
sin ✓ cos ✓ + h cos ✓ sin �

� �⇠ sin(� � ↵) sin2 ✓, (63)

�t = �⇠⇠ + 2✓⇠�⇠ cot ✓ + h csc ✓ cos �

+ ✓⇠ sin(� � ↵), (64)

until a steady state was reached. The equations above
correspond to an overdamped Landau-Lifshitz-Gilbert
equation, and their steady states solve Eqs. (23) and (23)
upon substitution into Eq. (62). Also, in terms of ✓ and

- anisotropy constant
- saturation magnetization
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by Eqs. (17)–(19). Substituting these expressions into
Eq. (53), we obtain

E(m�� )

w
' �0

wall

cos �
+ h(2�1

edge � �1
wall) tan �. (54)

Minimizing this expression yields the unique equilibrium
tilt angle

� = arcsin

 
�1

wall � 2�1
edge

�0
wall

h

!
. (55)

In particular, since we are in the regime of small applied
fields the equilibrium tilt angle is linear in h:

� '
4h arccos

⇣


2
p

Q�1

⌘

4(Q � 1) � ⇡
p

Q � 1
. (56)

This formula is one of the main findings of our paper.
We note that the expression in Eq. (55) formally co-

incides with the formula for the contact angle of a triple
junction between three distinct phases11. Nevertheless,
in addition to the contribution of the di↵erence of line
tensions �0

edge ± �1
edgeh associated with the two edges,

the formula also contains a contribution �1
wall due to

anisotropy of the line tention of Dzyaloshinskii wall.

B. The h ⇠  ⌧ 1 regime

In this regime, the explicit expressions for �wall(↵) is
given by Eq. (41). At the same time, recalling that the
expression for �±

edge in Eq. (17) remains valid also for

 ⌧ 1 and that �1
edge = O(3), one can see that the

contribution of �+
edge � ��

edge in Eq. (53) is negligible.
Thus, to the leading order we arrive at

E(m�� )

w
' 4

p
Q � 1

cos �

� ⇡

s

2 +

✓
 tan � +

2hp
Q � 1 cos �

◆2

. (57)

Note that the second term in Eq. (57) is a small pertur-
bation for the first term, which is a convex even function
of � approaching infinity as � ! ±⇡

2 . Therefore, the
minimum in Eq. (57) is attained for |�| ⌧ 1.

To proceed further, we expand the right-hand side of
Eq. (57) in Taylor series in � up to second order and keep
only the leading terms in h and . The result is

E(m�� )

w
' 4
p

Q � 1 � 2⇡h�p
4h2 + 2(Q � 1)

+ 2�2
p

Q � 1. (58)

Minimizing this expression in � yields the equilibrium tilt
angle

� ' ⇡h

2
p

(Q � 1)(4h2 + 2(Q � 1))
. (59)

This formula is another main finding of our paper. As
expected, the title angle in Eq. (59) goes to zero as h ! 0.
Moreover, for h ⌧  ⌧ 1 we obtain an interesting result:

� ' ⇡h

2(Q � 1)
h ⌧ , (60)

i.e., the equilibrium tilt angle becomes independent of
the DMI strength. In fact, this is in agreement with the
prediction of Eq. (56) for vanishingly small .

Similarly, when  ⌧ h ⌧ 1, we find another surprising
result:

� ' ⇡

4
p

Q � 1
 ⌧ h, (61)

i.e., the equilibrium tilt angle becomes independent of the
applied field. This indicates that for moderate values of
the DMI strength the measured tilt angle may be used to
directly assess the value of the interfacial DMI constant
experimentally.

VI. COMPARISON WITH THE NUMERICS

To validate the conclusions of our analysis, we per-
formed three types of numerical tests. For the mate-
rial parameters, we chose those of 0.6 nm-thick mono-
layer of Co with A = 10�11J/m, K = 1.26 ⇥ 106 J/m3,
Ms = 1.09 ⇥ 106 A/m. The representative values of the
DMI strength and applied field are D = 1 mJ/m2 and
µ0H = 100 mT, respectively12.

We begin by comparing the tilted Dzyaloshinskii do-
main wall profiles from the two-dimensional numerical
results obtained, using Mumax3 with the local approxi-
mation to the stray field (as in Eq. (5)), with the one-
dimensional domain wall profiles m

↵ minimizing E↵ in
Eq. (21). In the Mumax3 simulations, we used a con-
servative discretization step �x = 1 nm. To obtain the
one-dimensional profiles m

↵ minimizing E↵, we solved
Eqs. (22)–(24) by writing m

↵ in polar coordinates for ✓
and �:

m
↵ = (sin ✓ cos �, sin ✓ sin �, cos ✓), (62)

and solving the following evolution problem:

✓t = ✓⇠⇠ �
�
�2

⇠ + Q � 1
�
sin ✓ cos ✓ + h cos ✓ sin �

� �⇠ sin(� � ↵) sin2 ✓, (63)

�t = �⇠⇠ + 2✓⇠�⇠ cot ✓ + h csc ✓ cos �

+ ✓⇠ sin(� � ↵), (64)

until a steady state was reached. The equations above
correspond to an overdamped Landau-Lifshitz-Gilbert
equation, and their steady states solve Eqs. (23) and (23)
upon substitution into Eq. (62). Also, in terms of ✓ and

- DMI strength                                  applied field strength 
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by Eqs. (17)–(19). Substituting these expressions into
Eq. (53), we obtain

E(m�� )

w
' �0

wall

cos �
+ h(2�1

edge � �1
wall) tan �. (54)

Minimizing this expression yields the unique equilibrium
tilt angle

� = arcsin

 
�1

wall � 2�1
edge

�0
wall

h

!
. (55)

In particular, since we are in the regime of small applied
fields the equilibrium tilt angle is linear in h:

� '
4h arccos

⇣


2
p

Q�1

⌘

4(Q � 1) � ⇡
p

Q � 1
. (56)

This formula is one of the main findings of our paper.
We note that the expression in Eq. (55) formally co-

incides with the formula for the contact angle of a triple
junction between three distinct phases11. Nevertheless,
in addition to the contribution of the di↵erence of line
tensions �0

edge ± �1
edgeh associated with the two edges,

the formula also contains a contribution �1
wall due to

anisotropy of the line tention of Dzyaloshinskii wall.

B. The h ⇠  ⌧ 1 regime

In this regime, the explicit expressions for �wall(↵) is
given by Eq. (41). At the same time, recalling that the
expression for �±

edge in Eq. (17) remains valid also for

 ⌧ 1 and that �1
edge = O(3), one can see that the

contribution of �+
edge � ��

edge in Eq. (53) is negligible.
Thus, to the leading order we arrive at

E(m�� )

w
' 4

p
Q � 1

cos �

� ⇡

s

2 +

✓
 tan � +

2hp
Q � 1 cos �

◆2

. (57)

Note that the second term in Eq. (57) is a small pertur-
bation for the first term, which is a convex even function
of � approaching infinity as � ! ±⇡

2 . Therefore, the
minimum in Eq. (57) is attained for |�| ⌧ 1.

To proceed further, we expand the right-hand side of
Eq. (57) in Taylor series in � up to second order and keep
only the leading terms in h and . The result is

E(m�� )

w
' 4
p

Q � 1 � 2⇡h�p
4h2 + 2(Q � 1)

+ 2�2
p

Q � 1. (58)

Minimizing this expression in � yields the equilibrium tilt
angle

� ' ⇡h

2
p

(Q � 1)(4h2 + 2(Q � 1))
. (59)

This formula is another main finding of our paper. As
expected, the title angle in Eq. (59) goes to zero as h ! 0.
Moreover, for h ⌧  ⌧ 1 we obtain an interesting result:

� ' ⇡h

2(Q � 1)
h ⌧ , (60)

i.e., the equilibrium tilt angle becomes independent of
the DMI strength. In fact, this is in agreement with the
prediction of Eq. (56) for vanishingly small .

Similarly, when  ⌧ h ⌧ 1, we find another surprising
result:

� ' ⇡

4
p

Q � 1
 ⌧ h, (61)

i.e., the equilibrium tilt angle becomes independent of the
applied field. This indicates that for moderate values of
the DMI strength the measured tilt angle may be used to
directly assess the value of the interfacial DMI constant
experimentally.

VI. COMPARISON WITH THE NUMERICS

To validate the conclusions of our analysis, we per-
formed three types of numerical tests. For the mate-
rial parameters, we chose those of 0.6 nm-thick mono-
layer of Co with A = 10�11J/m, K = 1.26 ⇥ 106 J/m3,
Ms = 1.09 ⇥ 106 A/m. The representative values of the
DMI strength and applied field are D = 1 mJ/m2 and
µ0H = 100 mT, respectively12.

We begin by comparing the tilted Dzyaloshinskii do-
main wall profiles from the two-dimensional numerical
results obtained, using Mumax3 with the local approxi-
mation to the stray field (as in Eq. (5)), with the one-
dimensional domain wall profiles m

↵ minimizing E↵ in
Eq. (21). In the Mumax3 simulations, we used a con-
servative discretization step �x = 1 nm. To obtain the
one-dimensional profiles m

↵ minimizing E↵, we solved
Eqs. (22)–(24) by writing m

↵ in polar coordinates for ✓
and �:

m
↵ = (sin ✓ cos �, sin ✓ sin �, cos ✓), (62)

and solving the following evolution problem:

✓t = ✓⇠⇠ �
�
�2

⇠ + Q � 1
�
sin ✓ cos ✓ + h cos ✓ sin �

� �⇠ sin(� � ↵) sin2 ✓, (63)

�t = �⇠⇠ + 2✓⇠�⇠ cot ✓ + h csc ✓ cos �

+ ✓⇠ sin(� � ↵), (64)

until a steady state was reached. The equations above
correspond to an overdamped Landau-Lifshitz-Gilbert
equation, and their steady states solve Eqs. (23) and (23)
upon substitution into Eq. (62). Also, in terms of ✓ and
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by Eqs. (17)–(19). Substituting these expressions into
Eq. (53), we obtain

E(m�� )

w
' �0

wall

cos �
+ h(2�1

edge � �1
wall) tan �. (54)

Minimizing this expression yields the unique equilibrium
tilt angle

� = arcsin

 
�1

wall � 2�1
edge

�0
wall

h

!
. (55)

In particular, since we are in the regime of small applied
fields the equilibrium tilt angle is linear in h:

� '
4h arccos

⇣


2
p

Q�1

⌘

4(Q � 1) � ⇡
p

Q � 1
. (56)

This formula is one of the main findings of our paper.
We note that the expression in Eq. (55) formally co-

incides with the formula for the contact angle of a triple
junction between three distinct phases11. Nevertheless,
in addition to the contribution of the di↵erence of line
tensions �0

edge ± �1
edgeh associated with the two edges,

the formula also contains a contribution �1
wall due to

anisotropy of the line tention of Dzyaloshinskii wall.

B. The h ⇠  ⌧ 1 regime

In this regime, the explicit expressions for �wall(↵) is
given by Eq. (41). At the same time, recalling that the
expression for �±

edge in Eq. (17) remains valid also for

 ⌧ 1 and that �1
edge = O(3), one can see that the

contribution of �+
edge � ��

edge in Eq. (53) is negligible.
Thus, to the leading order we arrive at

E(m�� )

w
' 4

p
Q � 1

cos �

� ⇡

s

2 +

✓
 tan � +

2hp
Q � 1 cos �

◆2

. (57)

Note that the second term in Eq. (57) is a small pertur-
bation for the first term, which is a convex even function
of � approaching infinity as � ! ±⇡

2 . Therefore, the
minimum in Eq. (57) is attained for |�| ⌧ 1.

To proceed further, we expand the right-hand side of
Eq. (57) in Taylor series in � up to second order and keep
only the leading terms in h and . The result is

E(m�� )

w
' 4
p

Q � 1 � 2⇡h�p
4h2 + 2(Q � 1)

+ 2�2
p

Q � 1. (58)

Minimizing this expression in � yields the equilibrium tilt
angle

� ' ⇡h

2
p

(Q � 1)(4h2 + 2(Q � 1))
. (59)

This formula is another main finding of our paper. As
expected, the title angle in Eq. (59) goes to zero as h ! 0.
Moreover, for h ⌧  ⌧ 1 we obtain an interesting result:

� ' ⇡h

2(Q � 1)
h ⌧ , (60)

i.e., the equilibrium tilt angle becomes independent of
the DMI strength. In fact, this is in agreement with the
prediction of Eq. (56) for vanishingly small .

Similarly, when  ⌧ h ⌧ 1, we find another surprising
result:

� ' ⇡

4
p

Q � 1
 ⌧ h, (61)

i.e., the equilibrium tilt angle becomes independent of the
applied field. This indicates that for moderate values of
the DMI strength the measured tilt angle may be used to
directly assess the value of the interfacial DMI constant
experimentally.

VI. COMPARISON WITH THE NUMERICS

To validate the conclusions of our analysis, we per-
formed three types of numerical tests. For the mate-
rial parameters, we chose those of 0.6 nm-thick mono-
layer of Co with A = 10�11J/m, K = 1.26 ⇥ 106 J/m3,
Ms = 1.09 ⇥ 106 A/m. The representative values of the
DMI strength and applied field are D = 1 mJ/m2 and
µ0H = 100 mT, respectively12.

We begin by comparing the tilted Dzyaloshinskii do-
main wall profiles from the two-dimensional numerical
results obtained, using Mumax3 with the local approxi-
mation to the stray field (as in Eq. (5)), with the one-
dimensional domain wall profiles m

↵ minimizing E↵ in
Eq. (21). In the Mumax3 simulations, we used a con-
servative discretization step �x = 1 nm. To obtain the
one-dimensional profiles m

↵ minimizing E↵, we solved
Eqs. (22)–(24) by writing m

↵ in polar coordinates for ✓
and �:

m
↵ = (sin ✓ cos �, sin ✓ sin �, cos ✓), (62)

and solving the following evolution problem:

✓t = ✓⇠⇠ �
�
�2

⇠ + Q � 1
�
sin ✓ cos ✓ + h cos ✓ sin �

� �⇠ sin(� � ↵) sin2 ✓, (63)

�t = �⇠⇠ + 2✓⇠�⇠ cot ✓ + h csc ✓ cos �

+ ✓⇠ sin(� � ↵), (64)

until a steady state was reached. The equations above
correspond to an overdamped Landau-Lifshitz-Gilbert
equation, and their steady states solve Eqs. (23) and (23)
upon substitution into Eq. (62). Also, in terms of ✓ and

exchange length                         d = 0.6 nm L ⇠ 100 nm `ex = 3.66 nm Q = 1.67
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10�11J/m, K = 1.25 ⇥ 106 J/m3, Ms = 1.09 ⇥ 106

A/m. The representative values of the DMI strength
and applied field are D = 1 mJ/m2 and µ0H = 100 mT,
respectively2.

We begin by comparing the tilted Dzyaloshinskii do-
main wall profiles from the two-dimensional numerical
simulations,15 obtained using Mumax3 within the lo-
cal approximation of the magnetostatic energy16 (as in
Eq. (5)), with the 1D domain wall profiles m↵ minimiz-
ing E↵ in Eq. (21). In the micromagnetic simulations,
we used a conservative discretization step of 1 nm in x-y
plane. To obtain the one-dimensional profiles m

↵ min-
imizing E↵, we solved Eqs. (22)–(24) by writing m

↵ in
polar coordinates for ✓ and �:

m
↵ = (sin ✓ cos�, sin ✓ sin�, cos ✓), (62)

and solving the following evolution problem:

✓t = ✓⇠⇠ �
�
�2
⇠ +Q� 1

�
sin ✓ cos ✓ + h cos ✓ sin�

� �⇠ sin(�� ↵) sin2 ✓, (63)

�t = �⇠⇠ + 2✓⇠�⇠ cot ✓ + h csc ✓ cos�

+ ✓⇠ sin(�� ↵), (64)

until a steady state was reached. The equations above
correspond to an overdamped Landau-Lifshitz-Gilbert
equation, and their steady states solve Eqs. (23) and (23)
upon substitution into Eq. (62). Also, in terms of ✓ and
� the wall energy is

E↵(m
↵) =

Z 1

�1

✓
✓2⇠ + �2

⇠ sin
2 ✓ + (Q� 1) sin2 ✓

� 2h sin ✓ sin�+
h2

Q� 1
+ ✓⇠ cos(�� ↵)

� �⇠ sin(�� ↵) cos ✓ sin ✓

◆
d⇠. (65)

The parameters at the beginning of this section cor-
respond to the dimensionless parameters Q = 1.674,
 = 0.366 and h = 0.073. For these parameters, we car-
ried out Mumax314 simulations in a 800 nm ⇥ 400 nm
strip, which corresponds to w = 109 � 1, and obtained
the magnetization profile with the tilt angle � = 11.2�.
We then solved Eqs. (63) and (64) with ↵ = 11.2� and
obtained the optimal one-dimensional wall profile m

↵.
The result of the two-dimensional computation is com-
pared with the one-dimensional profile in Fig. 4, which
plots the z-component of the two-dimensional profile m

along the x-axis alongside with the corresponding section
of the optimal profile m�↵ obtained from m

↵. One can
see an almost perfect agreement between the full two-
dimensional simulation result and the theoretical predic-
tion of Sec. IV. The same agreement is also observed
in the other two components of the magnetization (not
shown). This justifies the main premise of our theory
about the one-dimensional character of the interior wall
profiles.

FIG. 4: A one-dimensional y = 0 cut through the computed
two-dimensional profile m (red dots) vs. a one-dimensional
cut through the optimal profile m�↵ (blue line). See text for
details.

FIG. 5: The dependence �wall(↵) obtained from the numer-
ical minimization of E↵ (blue solid), the analytical expres-
sions in Eqs. (32) (red dashed) and Eqs. (41) (green dotted),
corresponding to the dimensionless parameters Q = 1.674,
 = 0.366 and h = 0.073.

To further test the conclusions of our theory, we com-
puted the energy �wall(↵) of the interior walls as a func-
tion of their orientation angle ↵ from the solutions of
Eqs. (63) and (64) for the considered values of the param-
eters. The result is plotted in Fig. 5, along with the ana-
lytical approximations given by Eqs. (32) and (41). One
can see that both analytical formulas give a fairly good
approximation to the exact interior wall energy �wall(↵)
for these parameters. The agreement becomes much bet-
ter for smaller values of h.
We used the interior wall energy �wall(↵) obtained nu-

merically to calculate the equilibrium tilt angle by mini-
mizing the energy in Eq. (53) numerically. This resulted
in a unique minimizing angle � = 11.1�, in excellent
agreement with the result of the full two-dimensional sim-
ulation. For comparison, the formulas in Eqs. (56) and
(59) yield � = 12.8� and � = 8.8�, respectively, still in a
good agreement with the two-dimensional result, which
is reasonable since both these formulas are at the limits
of their applicability for the considered parameters.
When h gets smaller, the agreement with the predic-

tions of the analytical theory becomes much better. We
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field

m : Ω → S2.

Let us assume that the sample is a cylinder, i.e.,

Ω = Ω′ × (0, t)

where Ω′ is the cross section of the sample of diameter ℓ and t is the thickness of the cylinder

(see Figure 2.1). According to micromagnetics, stable magnetizations in Ω are described by (local)

tȍ’ t

l

x3

x1
x2

Figure 2.1: A ferromagnetic sample.

minimizers of the energy functional defined as:

E3D(m) = d2

∫

Ω
|∇m|2 dx + Q

∫

Ω
ϕ(m) dx +

∫

R3

|∇U |2 dx − 2

∫

Ω
Hext · m dx. (2.1)

In the following we explain the four components of the micromagnetic energy E3D.

• The first term, called exchange energy is due to short range interactions of spins and favors

parallel alignment of neighboring spins. The constant d is the exchange length and corresponds to

an intrinsic parameter of the material of the order of nanometers.

• The second term in (2.1) represents the anisotropy energy that penalizes certain magnetization

axes. The anisotropy energy density ϕ is a nonnegative function with symmetry properties inherited

from the crystalline lattice. The preferred directions of magnetization are the zeros of ϕ. Typically,

we have uniaxial or multi-axial anisotropy (e.g., ϕ(m) = 1−m2
1 that favors the direction (±1, 0, 0))

and surface anisotropy (e.g., ϕ(m) = m4
3 where the easy plane is the horizontal one). The quality

factor Q is a second intrinsic parameter of the material that measures the strength of the anisotropy

energy relative to the stray-field. According to the values of Q, we distinguish two classes of

materials: soft materials if Q < 1 and hard materials if Q > 1.

• The third term of E3D is the stray-field energy and is created by long range interactions between

electron spins modelled by the static Maxwell equation. More precisely, the stray-field potential

U : R3 → R is determined by

∆U = ∇ ·
(

m1Ω

)

in R3, (2.2)

i.e.,

∫

R3

∇U ·∇ζ dx =

∫

Ω
m ·∇ζ dx, ∀ζ ∈ C∞

c (R3).

By the electrostatic analogy, two types of charges generate the potential U : volume charges with

density given by the divergence of m in the interior of the sample Ω and surface charges represented

by the normal component of the magnetization on the boundary of Ω. Therefore, this nonlocal

term favors domain patterns that achieve flux closure.
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Need reduced micromagnetic models

mathematically, the full 3D problem poses a formidable challenge:
- vectorial 
- nonlinear     
- nonlocal 
- multiscale 
- topological constraints 

need a simplified model which is valid for the relevant parameter range 
and still captures quantitatively the physical features of the system 

Solution: introduce reduced thin film models that are amenable to analysis

Use the tools from rigorous asymptotic analysis of calculus of variations

A. De Simone, R. V. Kohn, S. Müller, F. Otto,  
Recent Analytical Developments in Micromagnetics, 2006

physically, the full 3D model breaks down on atomic scales



Dimension reduction

assume the magnetization                      does not vary significantly across the 
film thickness, measure lengths in the units of     , scale energy by

d = 0.6 nm L ⇠ 100 nm `ex = 3.66 nm Q = 1.67 m = M/Ms

1

d = 0.6 nm L ⇠ 100 nm `ex = 3.66 nm Q = 1.67 m = M/Ms

1

2

saturation magnetization, exchange sti↵ness, anisotropy
constant, applied magnetic field and the DMI strength.
As usual, µ0 is the permeability of vacuum. In the stray
field term, the vector field M(r) is extended by zero out-
side ⌦, and r ·M is understood distributionally (i.e., in-
cludes the contributions of boundary charges). Since the
considered DMI is due to interfacial e↵ects, its contribu-
tion to the energy is via a surface integral over the bottom
film surface @⌦0 corresponding to an interface between
the ferromagnet and a heavy metal, and M = (M?, Mk)
is the value of M on @⌦0. However, using the standard
convention, we normalize the DMI strength parameter D
to a unit volume of the ferromagnet.

Assume that the external applied field is in the film
plain and is normal to the strip axis, i.e., H = Hŷ, where
ŷ is the unit vector in the direction of the y-axis. As-
sume also that the film is much thinner than the exchange
length `ex =

p
2A/(µ0M2

s ), so that the magnetization in
⌦ is constant along the film thickness. Measuring lengths
in the units of `ex and setting M(x, y, z) = Msm(x, y)
with |m| = 1 in ⌦, we can rewrite the energy, to the
leading order6 in d/`ex, in the units of Ad as

E(m) '
Z l/2

�l/2

Z w/2

�w/2

n
|rm|2 + (Q � 1)|m?|2 � 2hŷ · m?

+ 
�
mkr · m? � m? · rmk

� o
dy dx. (2)

Here we defined m? 2 R2 and mk 2 R to be the respec-
tive in-plane and out-of-plane components of the unit
magnetization vector m, introduced the dimensionless
parameters

Q =
2K

µ0M2
s

,  = D

s
2

µ0M2
s A

, h =
H

Ms
, (3)

and defined the rescaled nanostrip dimensions l = L/`ex

and w = W/`ex. In Eq. (3), Q > 1 is the material’s
quality factor yielding PMI,  is the dimensionless DMI
strength, which without loss of generality, may be as-
sumed positive, and h is the dimensionless applied field
strength.

We are interested in the case of long nanostrips corre-
sponding to l � w. Note that when l ! 1, the energy
in Eq. (2) diverges even if h = 0 because of the pres-
ence of edge domain walls giving O(l) contribution to the
energy7,8. Therefore, in order to pass to the limit l ! 1
we need to subtract from E the contribution of the one-
dimensional ground state energy e0(h, w) = min E0(m),
where

E0(m) =

Z w/2
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?)mk � (ŷ · m?)m0
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⌘ o
dy. (4)

The precise functional form of e0(h, w) is the subject of
Sec. III.

Putting everything together, we now write the expres-
sion for the energy that describes a Dzyaloshinskii do-
main wall running across the nanostrip as

E(m) =

Z 1
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� 2hŷ · m? � w�1e0(h, w)
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mkr · m? � m? · rmk

� o
dy dx. (5)

This formula forms the basis for all of the analysis
throughout the rest of the paper.

III. EDGE DOMAIN WALLS

We next focus on the minimizers of E0 from Eq. (4) in
the case of w � 1 and  below the threshold of the onset
of helicoidal structures corresponding to x-independent
ground state magnetization configurations. From the
physical considerations (for a rigorous mathematical jus-
tification in the case h = 0, see Ref. [8]), it is clear that
in these states the magnetization vector will rotate in the
yz-plane. Hence, introducing the ansatz:

m(y) = (0, sin ✓(y), cos ✓(y)), (6)

into (4), we rewrite E0(m) as

E0(m) =

Z w/2

�w/2

n
|✓0|2 + (Q � 1) sin2 ✓

�2h sin ✓ + ✓0
o

dy. (7)

The corresponding Euler-Lagrange equation associated
with E0 is

✓00 � (Q � 1) sin ✓ cos ✓ + h cos ✓ = 0, (8)

with boundary conditions

✓0
⇣

± w

2

⌘
= �

2
. (9)

Notice that (8) and (9) obey the following symmetry re-
lation which leaves the energy E0 unchanged:

✓ ! ⇡ � ✓, y ! �y. (10)

Introducing

✓h = arcsin

✓
h

Q � 1

◆
, (11)

we first note that when w ! 1, we should have ei-
ther ✓ ! ✓h or ✓ ! ⇡ � ✓h, corresponding to the
two monodomain ground states in the extended film for
0  h < Q � 1. In view of the symmetry in (10), it is
enough to consider only the former case.

In computing the minimal value e0(h, w) of E0 for w �
1 one needs to take into account the contributions of the
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a reduction to an energy functional that depends only on the average of the magnetization over
the film thickness (see, e.g., [26, Lemma 3]; for an analytical treatment in a closely related context,
see [25, 34]). Therefore, we introduce an ansatz M(x1, x2, x3) = Ms(m(x1, x2), 0)�(0,d)(x3), where
m : R2

! R2 is a two-dimensional in-plane magnetization vector satisfying |m| = 1 in D and
|m| = 0 outside D, and �(0,d) is the characteristic function of (0, d). Next, we define the exchange
length `, the Bloch wall thickness L and the thin film parameter ⌫ [35]:
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and note that the above ansatz is relevant when d . ` [12, 16, 17, 26, 35]. Then, measuring the
energy in the units of 2Ad and lengths in the units of L, we obtain the following expression for the
energy as a function of m [18]:

E(m) =
1

2

Z

D

�
|rm|

2 +m2
1 � 2h ·m

�
d2r +

⌫

2

Z

R2

Z

R2
K�(|r� r

0
|)r ·m(r)r ·m(r) d2r d2r0, (3)

where � = d/L is the dimensionless film thickness,

K�(r) =
1

2⇡�

(
ln

 
� +

p
�2 + r2

r

!
�

r
1 +

r2

�2
+

r

�

)
, (4)

and we set H = K/(µ0Ms)(h, 0) for h : R2
! R2, assuming that the applied field lies in the film

plane. More explicitly, assuming that @D is of class C2, we have
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where n is the outward unit normal vector to @D, and we took into account that the distributional
divergence of m is the sum of the absolutely continuous part in D and a jump part on @D.

We now consider the thin film limit introduced in [35] by sending � to zero with ⌫ and D fixed.
Observe that when � is small, we have
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Therefore, when m does not vary appreciably on the scale of �, to the leading order we have
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Since the last term in (7) blows up as � ! 0, unless m · n = 0 a.e. on @D, in the limit we recover
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distributionally in R3, µ0 is the permeability of vacuum, H = H(x, y, z) is the applied
magnetic field, and D is the Dzyaloshinskii-Moriya interaction constant, following the
standard convention to write D in the units of energy per unit area. In writing the DMI
term in this specific form, we took into account that it arises as a contribution from the
interface between the magnetic layer and a non-magnetic material and should, therefore,
enter as a boundary term in the full three-dimensional theory.

In the above framework, the equilibrium magnetization configurations in the ferromag-
netic sample correspond to either global or local minimizers of a non-local, non-convex
energy functional in (2.1). This energy includes several terms, in order of appearance:
the exchange term, which prefers constant magnetization configurations; the magnetocrys-
talline anisotropy, which favors out-of-plane magnetization configurations; the Zeeman, or
applied field term, which prefers magnetizations aligned with the external field; the mag-
netostatic term, which prefers divergence-free configurations; and the surface DMI term,
which favors chiral symmetry breaking. The origin of the latter is the antisymmetric ex-
change mediated by the spin-orbit coupling in the conduction band of a heavy metal at
the ferromagnet-metal interface [13, 17,19].

The variational problem associated with (2.1) poses a significant challenge for analysis.
Therefore, in the following we introduce a simplified version of the energy in (2.1) that
is suitable for ultrathin ferromagnetic films of thickness d . `ex =

p
2A/(µ0M

2
s ), where

`ex is the material exchange length. In this case a two-dimensional model is appropriate
in which the stray field energy can be modeled by a local shape anisotropy term (see,
e.g., [21]; for a more thorough mathematical discussion of the stray field e↵ect in ultrathin
films with perpendicular anisotropy, see [28]). Measuring the lengths in the units of `ex and
the energy in the units of Ad, we can rewrite the energy associated with the magnetization
configuration M(x, y, z) = Msm(x, y), where m : ⌦ ! S2, as

E(m) =
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2 + (Q� 1)|m?|
2
� 2hkmk � 2h? ·m?
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�
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2
r, (2.2)

where we defined m? 2 R2 and mk 2 R to be the respective components of the unit magne-
tization vector m and introduced the dimensionless quality factor Q and the dimensionless
DMI strength :

Q =
2K

µ0M
2
s
,  = D

s
2

µ0M
2
sA

, (2.3)

where D is the DMI constant [51]. In (2.2), we also introduced a dimensionless applied
magnetic field h = (h?, hk) = H/Ms, with h? 2 R2 and hk 2 R.

We are interested in the regime in which the film favors magnetizations that are normal
to the film plane, i.e., when Q > 1. Also, since the energy is invariant with respect to the
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where n is the outward unit normal vector to @D, and we took into account that the distributional
divergence of m is the sum of the absolutely continuous part in D and a jump part on @D.
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Reduced thin film energy
regime           :                                             Taylor-expand in Fourier spaced = 0.6 nm L ⇠ 100 nm `ex = 3.66 nm Q = 1.67 m = M/Ms m = (m?,mk) � ⌧ 1
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the expression for the stray field energy is rigorously justified via Γ-expansion 

E(m) =

Z

R2

�
|rm|

2 + (Q� 1)|m?|
2
� 2m? ·rmk

 
d
2
r

+
1

2⇡�

Z

R2

Z

R2

 
1

|r� r0|
�

1p
|r� r0|2 + �2

� 2⇡�(2)(r� r0)�

!
mk(r)mk(r

0) d2r d2r0

+ �

Z

R2

Z

R2

K�(|r� r0|)r ·m?(r)r ·m?(r
0) d2r d2r0

E(m) '

Z

R2

�
|rm|

2 + (Q� 1)|m?|
2
� 2m? ·rmk

 
d
2
r

+
�

4⇡

Z

R2

Z

R2

r ·m?(r)r ·m?(r0)

|r� r0|
d
2
r d

2
r
0
�

�

8⇡

Z

R2

Z

R2

(mk(r)�mk(r0))2

|r� r0|3
d
2
r d

2
r
0

1

4⇡

Z

R2

Z

R2

(mk(r)�mk(r0))2

|r� r0|3
d
2
r d

2
r
0


1

⇡
ln

✓
L

r

◆Z

R2

|rmk| d
2
r + r

Z

R2

|rmk|
2
d
2
r + ⇡L

E(m) '

Z

⌦

�
|rm|

2 + (Q� 1)|m?|
2
� 2h ·m+ 

�
mkr ·m? �m? ·rmk

� 
d
2
r

�
�

2⇡
lnL

Z

R2

|rmk| d
2
r

m : ⌦ ! S1 m : ⌦ ! S2

1

Knüpfer, M, Nolte, 2019

for bounded 2D samples, extra boundary terms appear Di Fratta, M, Slastikov, 2021 
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proper definition of the non-local terms via Fourier:

Via m2
k = 1 � m

2
? in ⌦ we can rewrite the first term as

Z

⌦
m2

kd
2r = |⌦| �

Z

⌦
|m?|2d2r. (1.10)

As the volume contribution |⌦| is a constant, we may drop it from the energy, which allows
us to replace ⌦ with R2 in the rest of the terms in the regime of the size of e⌦ being
much larger than `ex. The remaining Fourier terms then have the following real space
representation (after subtracting the limit at infinity for mk) [13, Theorems 5.9 and 7.12]:
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In total, we arrive at E(m) ⇡ E(m) with the following simplified energy
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under the assumptions d . `ex and ⌦ being much larger than `ex. Under the condition
m(r) ! �z as |r| ! 1, we furthermore consider the skyrmion number q(m) given by
[14,15]

q(m) :=
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As argued in the main paper, we aim to minimize the energy in (1.13) over the set

A+1 :=

⇢
m 2 H̊1(R2; S2) : m + ẑ 2 L2(R2; R3), q(m) = +1,

Z
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�
,

(1.15)

where H̊1(R2; S2) denotes the space of unit length vector fields in R3 with square integrable
gradient, and the first condition in (1.15) is consistent with the requirement m(r) ! �z

as |r| ! 1.
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Chiral domain walls
ultrathin films + perpendicular magnetic anisotropy (PMA) + interfacial 
Dzyaloshinskii-Moriya interaction (DMI):

Néel-type walls
 G. Chen et al., Nat. Commun. 4, 1–6 (2013)
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When the DM interaction is comparably small or the ani-
sotropy energy

∑= ( )E K S
i

i i
z

an i
2

 (3)

plays a significant role a system can also form an inhomogeneous 
spin spiral, where the variation of the angle between adjacent 
spins depends on the quantization axis. In an extreme case this 
may lead to collinear magnetic domains which are separated by 
walls with unique rotational sense due to the DM interaction, i.e. 
chiral domain walls. This means that a pair of domain walls will 
always fulfill a 360° rotation of the magnetization as the walls 
must have the same rotational sense. If in such a case the domains 
are ferromagnetic also contributions from the dipolar energy

∑= −
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

( ) ( )
E d

r r

S S S r S r·

( )
3

· ·

( )ij

i j

ij

i ij j ij

ij
dip 3 3

 (4)

need to be considered for the magnetic properties of the 
system.

Higher-order Heisenberg interactions are typically 
neglected but recently it has been shown that they can become 
important and contribute to the energy landscape and ground 
state formation [15, 19]. In the extended Heisenberg model 
the next higher-order interactions are the biquadratic and four-
spin interactions, which involve two and four nearest neigh-
bors, respectively, as is obvious from their Hamiltonians:
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In the Heisenberg model spin spirals (single- ⃗Q  states) are 
degenerate with superpositions of symmetry-equivalent spin 
spirals (multi- ⃗Q  states); however, the higher order interac-
tions can lift this degeneracy and depending on the sign of the 
interaction favor one over the other state [16].

3. Chirality and topological protection

A phenomenological view of the symmetry of spin spirals 
helps to understand the DM related selection rules from 

Moriya [20, 21]. Figure 5 sketches helical (left) and cycloi-
dal (right) spin spirals. Whereas helical spirals can exist 
with two opposite rotational senses, there is only one type 
of cycloidal spiral possible (the ones shown in figure 5 can 
be transformed into each other by rotation and translation). 
However, such a cycloidal spiral can be placed onto a sur-
face (dark blue plane in figure  5) in two different ways, 
i.e. due to the breaking of the inversion symmetry of the 
environment two distinct rotational senses of cycloidal 
spin spirals are generated. Looking at the yellow ribbons 
symbolizing the different spirals it becomes evident that 
the two helical spirals (with or without surface) are mirror 
images of each other, meaning that they are degenerate in 
energy. Contrary to that, the two cycloidal spirals on the 
surface cannot be linked by any symmetry operation, prov-
ing the possibility to have different energy, i.e. one rota-
tional sense is favored due to the DM-interaction and the 
other one does not occur as it possesses higher energy. The 
same arguments also hold for domain walls induced by the 

Figure 3. The DM interaction favors a 90° rotation between 
adjacent spins and the rotational sense is determined by the sign 
of the DM vector.

Figure 4. The two-dimensional Brillouin-zone of a hexagonal 
lattice. The red line indicates a typical cut for the calculation of 
the spin spiral dispersion, where the angle φ between adjacent 
spins ranges from 0° at the Γ -point (ferromagnetic FM) via 120° 
at the K -point (Néel state) to 180° for the M -point (row-wise 
antiferromagnetic order RWA).

= 0° 120° 180°

FM RWANéel

Figure 5. Sketch of helical (left) and cycloidal (right) spin spirals, 
where the propagation direction is perpendicular to or within the 
plane of the spin rotation, respectively. While the helical spin spirals 
are degenerate in energy even when they are on a surface (dark blue 
plane), the cycloidal spin spirals can have a different energy due 
to the DM interaction, i.e. one cycloidal spin spiral can be favored 
while the other one has a higher energy on the surface.
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Figure 1. Experimental and numerical observations of chiral domain walls in ultrathin ferromagnetic films in the presence of
DMI. (a) The schematics of the multilayer structure (ML, monolayer). (b) A colourmap of the magnetization exhibiting chiral
domain walls. (c) A histogram of the in-plane magnetization orientation angle relative to the in-plane normal to the domain
wall showing a preferred rotation direction. (d) A comparison to the result of a Monte Carlo simulation of a discrete spin model.
In (b), grey indicates the domains with the magnetization up, black indicates the domains with the magnetization down and
the rest of the colours correspond to the directions of the in-plane component, as shown in the colour-wheel. Adapted from [8],
with permission; see that reference for further details. (Online version in colour.)

ferromagnetic sample is responsible for creating another type of domain wall—chiral edge domain
walls. These walls play a crucial role in producing new types of magnetization patterns inside
a ferromagnet. For instance, in the presence of a transverse applied field, chiral edge domain
walls provide a mechanism for tilting of an interior domain wall in a ferromagnetic strip [22,35].
Moreover, they also significantly modify the dynamic behaviour of the interior domain wall
under the action of current and an applied field [18].

In this paper, we study chiral domain walls in ultrathin ferromagnetic films, using rigorous
analytical methods within the variational framework of micromagnetics. Our goal is to
understand the formation of chiral interior domain walls and chiral edge domain walls, viewed
as local or global energy minimizing configurations of the magnetization, in samples with
perpendicular magnetocrystalline anisotropy in the presence of surface DMI and weak applied
magnetic fields. The multi-scale nature of the micromagnetic energy allows for a variety of distinct
regimes characterized by different relations between the material and geometric parameters, and
makes its investigation a very challenging mathematical problem. Many of these regimes have
been investigated analytically, using modern techniques of calculus of variations in the context of
various ferromagnetics nanostructures (e.g. [36]).

Our starting point is a reduced two-dimensional micromagnetic energy, in which the stray
field contributes only a local shape anisotropy term to the leading order (see (2.2)). This energy
gives rise to a non-convex vectorial variational problem, with a non-trivial interplay between
the boundary and the interior of the domain due to the DMI term. We seek to understand the
formation and structure of the domain walls—transition layers between constant magnetization
states—that correspond to minimizers of the micromagnetic energy. The framework for this
analysis is provided by the variational methods of the gradient theory of phase transitions [37].
These types of problems have been extensively studied in the mathematical community in both
scalar [37–40] and vectorial [41,42] settings. The non-trivial influence of the boundary within the
gradient theory of phase transitions was investigated in [38,40].

We begin by investigating the one-dimensional problems on the infinite and semi-infinite
domains. Here we provide a complete analytical solution for the global energy minimizers of
these one-dimensional problems, see theorems 3.1 and 3.4, respectively. Our main tool is a careful
analysis of the case of equality in the vectorial Modica–Mortola type lower bound for the energy
of one-dimensional magnetization configurations. Our analysis yields explicit profiles for one-
dimensional chiral interior and edge domain walls. These optimal profiles are used later on in
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with h > 0 fixed violates this assumption. In fact, when
 ⇠ 1 the magnetization in a domain wall rotates mostly
in the plane spanned by n↵ and ẑ, while when  = 0
the magnetization would prefer to rotate in the plane
spanned by ŷ and ẑ, even if n↵ 6= ŷ. To resolve this
discrepancy, we need to consider the case of  . h ⌧ 1
separately.

B. The h ⇠  ⌧ 1 regime

When both h and  are small and comparable, we can
further simplify the argument above to obtain the follow-
ing equation for m0 in place of Eqs. (26) and (27) to the
leading order:

m
00
0,? � (Q � 1)m0,? = �0(⇠)m0,?, (34)

m00
0,k = �0(⇠)m0,k. (35)

The solution of Eqs. (34) and (35) that satisfies (22) is
explicitly given by m0 = m

n
0 , where

m
n
0 (⇠) = (n sin ✓0, cos ✓0),

✓0(⇠) = 2 arctan e�⇠
p

Q�1,
(36)

and n 2 R2 is an arbitrary constant unit vector. For
h =  = 0 we have E↵(mn

0 ) = �0
wall, where

�0
wall = 4

p
Q � 1. (37)

Notice that �0
wall does not depend on ↵ or n and coincides

with the energy of the Néel wall in the absence of nonlocal
e↵ects.

Now, writing again m
↵ = m

n
0 +m1 and expanding the

energy to the next order in h and , we obtain
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wall +

Z 1

�1

n
2m0

0 · m0
1

+ 2(Q � 1)m0,? · (m1? � m?) d⇠ (38)

+ 

Z 1

�1

⇣
m0,k(n↵ · m0

0,?) � m0
0,k(m0,? · n↵)

⌘ o
d⇠,

and following the same arguments as in Sec. IV A we
arrive at

E↵(m) = �0
wall � 2⇡hp

Q � 1
(n · ŷ) � ⇡(n · n↵). (39)

Finally, in order to find the direction of vector n we
need to minimize the above energy with respect to n. It
is easy to see that

n =
2⇡hŷ + ⇡n↵

p
Q � 1��2⇡hŷ + ⇡n↵
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minimizes the right-hand side in Eq. (39), and the mini-
mum of the energy is given by
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FIG. 3: Schematics of a general domain wall geometry in an
infinite strip. The up/down symbols indicate the direction of
the magnetization far from the wall and the strip edges.

Thus, the obtained magnetization profile rotates
mostly in the plane spanned by n and ẑ, with n de-
pending sensitively on both h and . Furthermore, the
obtained result is consistent with the one in Sec. IV A.
Indeed, expanding the expression in Eq. (41) in the pow-
ers of h with  ⌧ 1 fixed yields Eq. (32) to linear order
in h and the leading order in . At the same time, set-
ting  = 0 with 0 < h ⌧ 1 fixed in Eq. (39), we recover
the wall energy �wall ' 4

p
Q � 1� 2⇡hp

Q�1
, which is easily

seen to be the wall energy for a profile rotating in the
plane spanned by ŷ and ẑ, consistent with the discussion
at the end of Sec. IVA.

V. TWO-DIMENSIONAL PROBLEM

We now demonstrate how the information about one-
dimensional domain walls obtained in the preceding sec-
tions may be applied to a single Dzyaloshinskii domain
wall running across an infinite ferromagnetic nanostrip.
For an illustration of the geometry, see Fig. 3, where the
domain wall is represented by a thick solid curve. Here
we wish to treat the wall as a one-dimensional object,
whose shape is determined by minimizing an appropri-
ate geometric energy functional. This energy functional
is obtained via a suitable asymptotic reduction of the
two-dimensional micromagnetic energy in Eq. (5). For
a rigorous justification of such an approach in a closely
related context, see Ref.[8].

Using Eq. (12), we can rewrite Eq. (5) in the following
way:

E(m) =
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Recall that m? was defined in Eq. (20). We next con-
sider a domain wall whose shape is described by a smooth
curve � which is the graph of u : (�w/2, w/2) ! R,
i.e., for every r 2 � we have r = (u(y), y) for some
y 2 (�w/2, w/2). The associated magnetization pro-
file m� in the vicinity of this curve will then be close
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with the energy of the Néel wall in the absence of nonlocal
e↵ects.

Now, writing again m
↵ = m

n
0 +m1 and expanding the

energy to the next order in h and , we obtain

E↵(m) ' �0
wall +

Z 1

�1

n
2m0

0 · m0
1

+ 2(Q � 1)m0,? · (m1? � m?) d⇠ (38)

+ 

Z 1

�1

⇣
m0,k(n↵ · m0

0,?) � m0
0,k(m0,? · n↵)

⌘ o
d⇠,

and following the same arguments as in Sec. IV A we
arrive at

E↵(m) = �0
wall � 2⇡hp

Q � 1
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Thus, the obtained magnetization profile rotates
mostly in the plane spanned by n and ẑ, with n de-
pending sensitively on both h and . Furthermore, the
obtained result is consistent with the one in Sec. IV A.
Indeed, expanding the expression in Eq. (41) in the pow-
ers of h with  ⌧ 1 fixed yields Eq. (32) to linear order
in h and the leading order in . At the same time, set-
ting  = 0 with 0 < h ⌧ 1 fixed in Eq. (39), we recover
the wall energy �wall ' 4
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seen to be the wall energy for a profile rotating in the
plane spanned by ŷ and ẑ, consistent with the discussion
at the end of Sec. IVA.

V. TWO-DIMENSIONAL PROBLEM

We now demonstrate how the information about one-
dimensional domain walls obtained in the preceding sec-
tions may be applied to a single Dzyaloshinskii domain
wall running across an infinite ferromagnetic nanostrip.
For an illustration of the geometry, see Fig. 3, where the
domain wall is represented by a thick solid curve. Here
we wish to treat the wall as a one-dimensional object,
whose shape is determined by minimizing an appropri-
ate geometric energy functional. This energy functional
is obtained via a suitable asymptotic reduction of the
two-dimensional micromagnetic energy in Eq. (5). For
a rigorous justification of such an approach in a closely
related context, see Ref.[8].
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Fig. 1. (a) M–H curves for sample A at 300 K under in-plane and
out-of-plane magnetic fields. (b) Temperature dependence of satura-
tion magnetization Ms for samples A and B (circles and triangles, re-
spectively). (c) Temperature dependence of perpendicular magnetic
anisotropy energy density K for samples A and B (circles and triangles,
respectively).

magnetization Ms and perpendicular magnetic anisotropy en-
ergy density K = Keff + µ0 M2

s /2 are extracted from the M–H
curves, where Keff is an effective perpendicular anisotropy en-
ergy density. The value of Ms is determined by the average of
M over a range of magnetic fields, 1 T ≤ |µ0 H | ≤ 2 T. The
value of Keff is obtained from the area of triangular region be-
tween Ms and the in-plane M–H curves. Thus, the value of
Keff includes higher order contributions of uniaxial anisotropy.
Fig. 1(b) and (c) show the temperature T dependence of Ms

and K for samples A and B, respectively. Assuming that the
bulk crystalline anisotropy is negligible, the interface magnetic
anisotropy energy densities Ki for samples A and B at 300 K
are 0.49 and 1.4 mJ/m2, respectively. These values are com-
parable to those calculated from the values of Ms , Keff , and
tCoFeB for similar samples obtained in previous work [Ikeda 2010,
Yamanouchi 2011]. For both of the samples, Ms and K increase
at lower temperatures. Since domain structures are determined
by the tradeoff between demagnetization energy and domain-
wall surface energy, which depend on the magnitude of Ms and
K , temperature-dependent structural changes of domains are
anticipated for both of the samples. The magnitudes of Ms and
K for sample B are larger than those for sample A, likely due
to the crystallization of CoFeB triggered by a decrease of boron
concentration during annealing [Hayakawa 2005].

For magnetic domain observation, the samples were placed
in an optical cryostat and the domain structure was observed
by polar magneto-optic Kerr-effect (MOKE) microscopy using
546 nm illumination and 20 times magnification. The maxi-
mum size of the MOKE image is 192 µm × 256 µm, lim-
ited by the capacity of the CCD camera and the magnifica-
tion of the microscope. Before capturing the domain image,
at each temperature, the samples were ac-demagnetized us-
ing an alternating perpendicular magnetic field with exponen-
tially decaying amplitude starting from 20 mT. To enhance the
image contrast, differential images between ac-demagnetized
and remanent states after applying a large enough field to sat-
urate magnetization were taken. Representative selections of
domain images for samples A and B at various temperatures

Fig. 2. MOKE microscope images of domain structures in (a)–(c) sam-
ple A and (d)–(f) sample B in demagnetized state at different tempera-
tures (10, 200, and 300 K).

(10, 200, and 300 K) are shown in Fig. 2(a)–(c) and (d)–(f),
respectively. The bright and dark regions correspond to out-
of-plane magnetization pointing up and down, respectively. At
T ≥ 100 K, the domains were quite mobile, quickly settling
into the labyrinthine patterns. However, at T ≤ 50 K, the do-
main walls were strongly pinned and the domain structure may
not represent the lowest energy configuration. Rather, at low
temperatures, the pattern reflects the distribution of domain nu-
cleation sites because magnetization reversal of the observed
region was dominated by nucleation of many domains during
the ac-demagnetization procedure.

It should be noted that domains as large as a few hundred
micrometers, which is comparable to the maximum size of the
MOKE images, were observed for the as-deposited samples
with tCoFeB = 0.9 and 1.0 nm and the annealed samples with
tCoFeB = 0.9–1.2 nm at room temperature. This is due to the
higher domain-wall energy resulting from the greater influence
of the interface anisotropy in the thinner magnetic films and is
consistent with the domain theory discussed later. However, the
limited field of view of the MOKE microscope prohibits a quan-
titative analysis of these large domain patterns. For thicker, as-
deposited samples with tCoFeB = 1.2 and 1.3 nm, no perpendicu-
lar domain structures are detected at room temperature. Based
on the measured values of Ms and Ki for samples A and B, the
in-plane shape anisotropy is expected to dominate the perpen-
dicular interface anisotropy for films thicker than tCoFeB = 1.23
and 1.39 nm in as-deposited and annealed samples, respec-
tively. Thus, only a limited range of thicknesses is amenable
to domain analysis; in thinner films, the domains are too large
to measure and in thicker films no domains are detected due
to lack of perpendicular anisotropy. Moreover, domain struc-
tures in samples A and B cannot be compared since normal-
ized CoFeB thicknesses of samples A and B with the critical
thicknesses are different (0.89 and 0.94 for samples A and B,
respectively).

To quantify the domain structures, domain images are ana-
lyzed using 2-D fast Fourier transforms (FFTs). The processed
images at 10 and 300 K for sample A are shown in Fig. 3(a)
and (b). The color scale is normalized with black indicating
the largest amplitude and white indicating zero amplitude of
the spatial frequency components. There are no apparent peri-
odic patterns at 10 K, which suggests that randomly distributed

M. Yamanouchi et al., IEEE Magn. Lett. 2, 3000304 (2011)
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Figure 2: Two types of one-dimensional domain walls due to DMI: (a) interior wall; (b)
edge wall. In the upper panels, ✓ stands for the angle between m and the z-axis. The
vector m rotates in the xz-plane (lower panels).

transformation

 ! �, m? ! �m?, h? ! �h?, (2.4)

without loss of generality we can assume  to be positive.

3 The problem in one dimension

We begin by considering an idealized situation in which the ferromagnetic film occupies
either the whole plane or a half-plane, which leads to two basic types of domain walls
considered below (see Fig. 2). These are the magnetization configurations that vary in one
direction only. In the case of the half-plane, the magnetization is also assumed to vary in
the direction normal to the film edge. Throughout this section, we set the applied magnetic
field h to zero.

3.1 Interior wall

Consider first the whole space situation, in which case we may assume that

⌦ = {(x, y) 2 R2 : x 2 R, 0 < y < 1}, (3.1)

with periodic boundary conditions at y = 0 and y = 1. We then take m to be a one-
dimensional profile, i.e., m = m(x). Then we may write the energy associated with m in
the form

E(m) =

Z 1

�1

n
|m

0
|
2 + (Q� 1)|m?|

2 + 

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘o
dx, (3.2)
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where primes denote the derivative with respect to the x variable and x̂ is the unit vector
in the direction of the x-axis. We are interested in the global energy minimizers of the
energy in (3.2) that obey the following conditions at infinity:

lim
x!±1

mk(x) = ±1, lim
x!±1

m?(x) = 0. (3.3)

On heuristic grounds, one expects that the optimal domain wall profile has the form of
the Dzyaloshinskii wall [51]. Namely, one expects that in the domain wall the magnetization
rotates around the direction of the y-axis. Hence, introducing an ansatz

m = (sin ✓, 0, cos ✓), (3.4)

one can rewrite the energy in (3.2) as [46]

E(m) =

Z 1

�1

n
|✓

0
|
2 + (Q� 1) sin2 ✓ + ✓

0
o
dx. (3.5)

Observe, however, that a priori the energy in (3.5) is not well defined in the natural class
of ✓ 2 H

1
loc(R), since the last term in the energy is not sign definite and does not necessarily

make sense as the Lebesgue integral on the whole real line. This fact is closely related to
the chiral nature of DMI, favoring oscillations of the magnetization vector. A simple
counterexample, in which the first two terms of the energy in (3.5) are well defined, while
the last one is not, is given by the function ✓(x) = ⇡

2 � Si(x), where Si(x) =
R x
0 t

�1 sin t dt
is the sine integral function. It is also worth noting that if one were to define the energy
in (3.5) as the limit of the energies on large finite domains, then its minimum value would
be strictly greater than that obtained from the integral on the whole real line due to the
presence of edge domain walls [46] (see also Sec. 3.2 for further details).

To fix the issue above, one needs to assume that ✓0 2 L
1(R), which introduces a bound

on the total variation of ✓ on R. This, in turn, implies that the limit of ✓(x) as x ! ±1

exists, and the last term in (3.5) becomes a boundary term. Furthermore, in order for the
energy to be bounded the limits of ✓(x) at infinity must be integer multiples of ⇡, and
without loss of generality we may assume

lim
x!�1

✓(x) = ⇡n, lim
x!+1

✓(x) = 0, n 2 Z. (3.6)

The energy then becomes

E(m) =

Z 1

�1

n
|✓

0
|
2 + (Q� 1) sin2 ✓

o
dx� ⇡n, (3.7)

for ✓ 2 H
1
loc(R) with ✓

0
2 L

1(R) and ✓ obeying (3.6), with n 6= 0 to exclude the trivial case.
It is easy to see that the energy in (3.7) is uniquely minimized in the above class if and

only if n = 1 and  < c, where

c =
4
p
Q� 1

⇡
. (3.8)
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In this case the optimal profile is, up to translations, given by [46]

✓(x) = 2 arctan e�x
p
Q�1

, (3.9)

and the wall energy is given by

�wall = 4
p
Q� 1� ⇡ > 0. (3.10)

Indeed, minimizers of (3.7) with n = ±1 among all admissible ✓ are well known to exist
due to the good coercivity and lower semicontinuity properties of those terms (for technical
details in a related problem, see [12]). The profile in (3.9) is then the unique solution, up
to translations and sign, of the Euler-Lagrange equation associated with (3.7) satisfying
(3.6). At the same time, for |n| � 2 the energy is easily seen to satisfy E(✓) � |n|�wall.
Hence, by inspection the minimizer with n = +1 corresponds to the global minimizer for
all n 6= 0, with the sign of n corresponding to the wall chirality imparted by DMI.

We remark that, in contrast to the above situation, the problem associated with (3.2)
does not admit minimizers for  > c, since in this case the energy is not bounded below
and favors helical structures [46].

The following theorem establishes existence and uniqueness of the minimizers of the
one-dimensional domain wall energy in (3.2) among all profiles satisfying (3.3) without

assuming the ansatz in (3.4). In view of the discussion above, an appropriate admissible
class for the energy is given by

A =
�
m 2 H

1
loc(R; S2) : m

0
2 L

1(R;R3)
 
. (3.11)

The theorem below confirms the expectation that the domain wall profile is given by (3.4)
and (3.9) for all  below a critical value, although the latter turns out to be slightly lower
than the expected threshold value of  = c given by (3.8).

Theorem 1. Let 0 <  <
p
Q� 1. Then there exists a unique, up to translations, min-

imizer m 2 A of (3.2) satisfying (3.3). The minimizer m has the form in (3.4) with ✓

given by (3.9), and the minimal energy is given by �wall from (3.10).

Proof. The proof proceeds by showing directly that the profile given by (3.4) and (3.9) is
the unique minimizer via establishing a sharp lower bound for the energy. Assume without
loss of generality that E(m) < +1. Then by dominated convergence theorem we have

E(m) =

Z 1

�1

⇣
|m

0
|
2 + (Q� 1)|m?|

2
⌘
dx+  lim

R!1

Z R

�R

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘
dx,

(3.12)

and |m?(x)| ! 0 as x ! ±1 [10, Corollary 8.9]. Using integration by parts [10, Corollary
8.10], the last integral may be rewritten as

Z R

�R

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘
dx = (x̂ ·m?(x))mk(x)

����
R

�R

� 2

Z R

�R
(x̂ ·m?)m

0
k dx.

(3.13)
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One-dimensional chiral wall
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We now turn to showing that the energy is minimized by the profile given by (3.4) with
✓ given by (3.9). Indeed, from (3.20) we have for any R > 0:

E(m) � 2

Z R

�R

⇣p
Q� 1� 

q
1�m

2
k

⌘
|m

0
k| dx

� 2

Z R

�R

⇣p
Q� 1� 

q
1�m

2
k

⌘
m

0
k dx

=
n
2mk(x)

p
Q� 1� 

⇣
mk(x)

q
1�m

2
k(x) + arcsin(mk(x))

⌘o ����
R

�R

, (3.21)

where we used the assumption that  <
p
Q� 1 to go from the first to the second line.

Finally, passing to the limit as R ! 1 and using (3.3), we obtain

E(m) � �wall, (3.22)

where �wall is defined in (3.10). At the same time, by the computation at the beginning of
this section the inequality above is an equality when m is given by (3.4) with ✓ from (3.9).

It remains to prove that the profile given by (3.4) with ✓ from (3.9) is the unique, up
to translations, minimizer of the energy that satisfies (3.3). Without loss of generality,
we may assume that mk(0) = 0, in view of the continuity of mk(x) and (3.3). Since the
minimal value of the energy is attained by dropping the last term in (3.20) and replacing
|m

0
k| with m

0
k, we have m

0
k(x) � 0 for a.e. x 2 R, and mk satisfies

m
0
k =

p
Q� 1(1�m

2
k) for a.e. x 2 I, (3.23)

where I = (a, b) with �1  a < 0 < b  1. Since the right-hand side of (3.23) is
continuos, mk is the unique classical solution of (3.23) that satisfies mk(0) = 0, which is
explicitly mk(x) = tanh(x

p
Q� 1 ). Lastly, the inequality in (3.16) becomes equality when

m
0
? is parallel to m? and, hence, m? = gb for some constant vector b 2 R2 and a scalar

function g : R ! [�1, 1]. In turn, to make an inequality in (3.15) an equality, one needs
to choose b = x̂ and g � 0. In view of the unit length constraint for |m|, this translates
into m? = x̂ sech2(x

p
Q� 1). The obtained profile m = (m?,mk) is then precisely the

one given by (3.4) with ✓ from (3.9).

We note that the arguments in the proof of Theorem 1 do not carry over to the range
p
Q� 1 <   c, since in this range we can no longer reduce the energy by passing to the

configurations in the form given by (3.4). Nevertheless, an inspection of the proof shows
that the statement of Theorem 1 remains true for all m = (m?,mk) such that mk(x) is a
non-decreasing function of x. Hence, we have the following result.

Theorem 2. For any  > 0, there exists a unique, up to translations, minimizer of (3.2)
among all m = (m?,mk) 2 A satisfying (3.3) and m

0
k � 0. The minimizer m has the

form in (3.4) with ✓ given by (3.9), and the minimal energy is given by �wall from (3.10).
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which is precisely the one obtained with the help of the ansatz!

where primes denote the derivative with respect to the x variable and x̂ is the unit vector
in the direction of the x-axis. We are interested in the global energy minimizers of the
energy in (3.2) that obey the following conditions at infinity:

lim
x!±1

mk(x) = ±1, lim
x!±1

m?(x) = 0. (3.3)

On heuristic grounds, one expects that the optimal domain wall profile has the form of
the Dzyaloshinskii wall [51]. Namely, one expects that in the domain wall the magnetization
rotates around the direction of the y-axis. Hence, introducing an ansatz

m = (sin ✓, 0, cos ✓), (3.4)

one can rewrite the energy in (3.2) as [46]

E(m) =

Z 1

�1

n
|✓

0
|
2 + (Q� 1) sin2 ✓ + ✓

0
o
dx. (3.5)

Observe, however, that a priori the energy in (3.5) is not well defined in the natural class
of ✓ 2 H

1
loc(R), since the last term in the energy is not sign definite and does not necessarily

make sense as the Lebesgue integral on the whole real line. This fact is closely related to
the chiral nature of DMI, favoring oscillations of the magnetization vector. A simple
counterexample, in which the first two terms of the energy in (3.5) are well defined, while
the last one is not, is given by the function ✓(x) = ⇡

2 � Si(x), where Si(x) =
R x
0 t

�1 sin t dt
is the sine integral function. It is also worth noting that if one were to define the energy
in (3.5) as the limit of the energies on large finite domains, then its minimum value would
be strictly greater than that obtained from the integral on the whole real line due to the
presence of edge domain walls [46] (see also Sec. 3.2 for further details).

To fix the issue above, one needs to assume that ✓0 2 L
1(R), which introduces a bound

on the total variation of ✓ on R. This, in turn, implies that the limit of ✓(x) as x ! ±1

exists, and the last term in (3.5) becomes a boundary term. Furthermore, in order for the
energy to be bounded the limits of ✓(x) at infinity must be integer multiples of ⇡, and
without loss of generality we may assume

lim
x!�1

✓(x) = ⇡n, lim
x!+1

✓(x) = 0, n 2 Z. (3.6)

The energy then becomes

E(m) =

Z 1

�1

n
|✓

0
|
2 + (Q� 1) sin2 ✓

o
dx� ⇡n, (3.7)

for ✓ 2 H
1
loc(R) with ✓

0
2 L

1(R) and ✓ obeying (3.6), with n 6= 0 to exclude the trivial case.
It is easy to see that the energy in (3.7) is uniquely minimized in the above class if and

only if n = 1 and  < c, where

c =
4
p
Q� 1

⇡
. (3.8)
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In this case the optimal profile is, up to translations, given by [46]

✓(x) = 2 arctan e�x
p
Q�1

, (3.9)

and the wall energy is given by

�wall = 4
p
Q� 1� ⇡ > 0. (3.10)

Indeed, minimizers of (3.7) with n = ±1 among all admissible ✓ are well known to exist
due to the good coercivity and lower semicontinuity properties of those terms (for technical
details in a related problem, see [12]). The profile in (3.9) is then the unique solution, up
to translations and sign, of the Euler-Lagrange equation associated with (3.7) satisfying
(3.6). At the same time, for |n| � 2 the energy is easily seen to satisfy E(✓) � |n|�wall.
Hence, by inspection the minimizer with n = +1 corresponds to the global minimizer for
all n 6= 0, with the sign of n corresponding to the wall chirality imparted by DMI.

We remark that, in contrast to the above situation, the problem associated with (3.2)
does not admit minimizers for  > c, since in this case the energy is not bounded below
and favors helical structures [46].

The following theorem establishes existence and uniqueness of the minimizers of the
one-dimensional domain wall energy in (3.2) among all profiles satisfying (3.3) without

assuming the ansatz in (3.4). In view of the discussion above, an appropriate admissible
class for the energy is given by

A =
�
m 2 H

1
loc(R; S2) : m

0
2 L

1(R;R3)
 
. (3.11)

The theorem below confirms the expectation that the domain wall profile is given by (3.4)
and (3.9) for all  below a critical value, although the latter turns out to be slightly lower
than the expected threshold value of  = c given by (3.8).

Theorem 1. Let 0 <  <
p
Q� 1. Then there exists a unique, up to translations, min-

imizer m 2 A of (3.2) satisfying (3.3). The minimizer m has the form in (3.4) with ✓

given by (3.9), and the minimal energy is given by �wall from (3.10).

Proof. The proof proceeds by showing directly that the profile given by (3.4) and (3.9) is
the unique minimizer via establishing a sharp lower bound for the energy. Assume without
loss of generality that E(m) < +1. Then by dominated convergence theorem we have

E(m) =

Z 1

�1

⇣
|m

0
|
2 + (Q� 1)|m?|

2
⌘
dx+  lim

R!1

Z R

�R

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘
dx,

(3.12)

and |m?(x)| ! 0 as x ! ±1 [10, Corollary 8.9]. Using integration by parts [10, Corollary
8.10], the last integral may be rewritten as

Z R

�R

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘
dx = (x̂ ·m?(x))mk(x)

����
R

�R

� 2

Z R

�R
(x̂ ·m?)m

0
k dx.

(3.13)
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Figure 2: Two types of one-dimensional domain walls due to DMI: (a) interior wall; (b)
edge wall. In the upper panels, ✓ stands for the angle between m and the z-axis. The
vector m rotates in the xz-plane (lower panels).

transformation

 ! �, m? ! �m?, h? ! �h?, (2.4)

without loss of generality we can assume  to be positive.

3 The problem in one dimension

We begin by considering an idealized situation in which the ferromagnetic film occupies
either the whole plane or a half-plane, which leads to two basic types of domain walls
considered below (see Fig. 2). These are the magnetization configurations that vary in one
direction only. In the case of the half-plane, the magnetization is also assumed to vary in
the direction normal to the film edge. Throughout this section, we set the applied magnetic
field h to zero.

3.1 Interior wall

Consider first the whole space situation, in which case we may assume that

⌦ = {(x, y) 2 R2 : x 2 R, 0 < y < 1}, (3.1)

with periodic boundary conditions at y = 0 and y = 1. We then take m to be a one-
dimensional profile, i.e., m = m(x). Then we may write the energy associated with m in
the form

E(m) =

Z 1

�1

n
|m

0
|
2 + (Q� 1)|m?|

2 + 

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘o
dx, (3.2)
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Edge domain wall
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DMI has an effect near the sample boundary

Ansatz:

Remark 3. We point out that due to the presence of the edge domain walls (see the

following subsection) the minimizers of the energy in (2.2) in the form of a Dzyaloshinskii

wall on a strip ⌦ = R ⇥ (0, L) are not one-dimensional for any L > 0. Nevertheless, if

one assumes periodic boundary conditions instead of the natural boundary conditions at the

edges of the strip, an examination of the proof of Theorem 1 shows that the global minimizer

is still given by (3.4) and (3.9) in this case.

3.2 Edge wall

Consider now the half-plane situation, in which case we may assume that

⌦ = {(x, y) 2 R2 : x > 0, 0 < y < 1}, (3.24)

with periodic boundary conditions at y = 0 and y = 1. Taking m to be a one-dimensional
profile, i.e., m = m(x), we write

E(m) =

Z 1

0

n
|m

0
|
2 + (Q� 1)|m?|

2 + 

⇣
mk(x̂ ·m?)

0
� (x̂ ·m?)m

0
k

⌘o
dx, (3.25)

where, as before, x̂ is the unit vector in the direction of the x-axis. Once again, in order
for this energy to be bounded, we must have |m?(x)| ! 0 as x ! 1. Hence, in view of
the symmetry

m? ! �m?, mk ! �mk, (3.26)

without loss of generality we may assume that

lim
x!1

mk(x) = 1. (3.27)

Note, however, that the value of m(0) is not fixed and needs to be determined for the
optimal domain wall profile at the material edge. Such edge domains walls were first
discussed in [46] (for closely related objects in bulk helimagnets, see also [37, 53]).

Since for  > c, where c is given by (3.8), the energy favors helical structures [46]
and, hence, is not bounded below on the semi-infinite interval as well as on the whole line,
throughout the rest of this section we assume that  < c. Assuming also the ansatz from
(3.4) and arguing as in the previous subsection, for ✓ 2 H

1(R+) with ✓
0
2 L

1(R+) we may
write the energy in (3.25) as

E(m) =

Z 1

0

n
|✓

0
|
2 + (Q� 1) sin2 ✓

o
dx� ✓(0), (3.28)

which is easily seen to be minimized at fixed ✓(0) = ✓0 2 (0,⇡) by

✓(x) = 2 arctan e(x0�x)
p
Q�1

, x0 =
ln tan

⇣
✓0
2

⌘

p
Q� 1

. (3.29)
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Optimal?Indeed, using the Modica-Mortola trick [38], we rewrite the energy in (3.28) as

E(m) = 2
p

Q� 1

Z 1

0
| sin ✓| |✓0| dx+

Z 1

0

⇣
|✓

0
|�

p
Q� 1 | sin ✓|

⌘2
dx� ✓0

� �

Z 1

0

⇣
2
p

Q� 1 | sin ✓|� 

⌘
✓
0
dx =

Z ✓0

0

⇣
2
p

Q� 1 | sin ✓|� 

⌘
d✓. (3.30)

In particular, the inequality above becomes an equality when ✓ is given by (3.29).
We now show that there exists a unique value of ✓0 = ✓

⇤
0 2 (0,⇡) for which the function

from (3.29) yields the absolute minimum of the energy in (3.28) for  < c. Denoting the
right-hand side in (3.30) by F (✓0), we observe that F (0) = 0, F 0(0) < 0, and F (✓0) =
F (✓0 � ⇡) + �wall, where �wall > 0 is given by (3.10), for all ✓0 � ⇡. Therefore, for ✓0 � 0
it is enough to consider the values of ✓0 2 (0,⇡), for which we have explicitly

F (✓0) = 2
p

Q� 1 (1� cos ✓0)� ✓0. (3.31)

A simple computation then shows that for ✓0 � 0 the function F (✓0) is uniquely minimized
by

✓
⇤
0 = arcsin

✓


2
p
Q� 1

◆
, (3.32)

and the minimal value of F (✓0) is given by

�edge = 2
p

Q� 1

 
1�

s

1�
2

4(Q� 1)

!
�  arcsin

✓


2
p
Q� 1

◆
< 0. (3.33)

In fact, this is also an absolute lower bound for E(m) in (3.28), since for ✓0 < 0 the energy
remains positive. Furthermore, since ✓

⇤
0 2 (0,⇡), this minimum value is attained by the

profile in (3.29) with ✓0 = ✓
⇤
0. Interestingly, we find that ✓

⇤
0 2 (0, arcsin 2

⇡ ), spanning the
range from 0� at  = 0 to about 39.5� for  = c. Thus, the global minimizer of the energy
in (3.25) among all profiles satisfying (3.4) has the form of an edge domain wall whose
profile is given by (3.29), up to a sign, with an optimal value of ✓ at the edge.

We now prove, once again, that this picture remains true without the ansatz in (3.4)
for a slightly smaller range of the values of  < c. The appropriate admissible class for
the energy in (3.25) is now
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Theorem 4. Let 0 <  <
p
Q� 1. Then there exists a unique minimizer m 2 A

+
of

(3.25) satisfying (3.27). The minimizer m has the form in (3.4) with ✓ given by (3.29) and
✓0 = ✓

⇤
0 from (3.32), and the minimal energy is given by �edge from (3.33).
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Remark 3. We point out that due to the presence of the edge domain walls (see the

following subsection) the minimizers of the energy in (2.2) in the form of a Dzyaloshinskii

wall on a strip ⌦ = R ⇥ (0, L) are not one-dimensional for any L > 0. Nevertheless, if
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dx, (3.25)
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p
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p
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Indeed, using the Modica-Mortola trick [38], we rewrite the energy in (3.28) as
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In particular, the inequality above becomes an equality when ✓ is given by (3.29).
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Theorem 4. Let 0 <  <
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Q� 1. Then there exists a unique minimizer m 2 A

+
of

(3.25) satisfying (3.27). The minimizer m has the form in (3.4) with ✓ given by (3.29) and
✓0 = ✓

⇤
0 from (3.32), and the minimal energy is given by �edge from (3.33).
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Theorem 4. Let 0 <  <
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Q� 1. Then there exists a unique minimizer m 2 A

+
of

(3.25) satisfying (3.27). The minimizer m has the form in (3.4) with ✓ given by (3.29) and
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0 from (3.32), and the minimal energy is given by �edge from (3.33).
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Ferromagnetism at the edge
model needs to be modified at the film edge — magnetic dead layers

detailed microscopic physics matters: composition, roughness, fluctuations…

Example: mean-field treatment of the exchange

REDUCED ENERGY FOR THIN FILMS 5

2.1 A microscopic derivation of the reduced two-dimensional model

As was already mentioned, the precise behavior of the magnetization near the film edge
depends on the detailed physics at the edge of the film. Here we use a particular model that
illustrates how an energy of the form given in (2.16) may be obtained from a more microscopic
description.

To avoid dealing with truly discrete models of ferromagnetism at the atomic scale, we pick
a model that still allows to describe the film as a continuum, but retains the thermodynamic
essence of the ferromagnetic phase and allows to evaluate the additional e�ects of the film edge.
Namely, we consider a mean-field model of a Heisenberg ferromagnet with a long-range Kac
attractive interaction. Such models have been rigorously derived in the context of theories of
phase transitions, going back to Lebowitz and Penrose for the liquid-gas phase transition [16]
and Thompson and Silver for the classical Heisenberg magnet [24]. Moreover, in the considered
limit the metastable spatially varying states may be understood via minimization of a free energy
functional [11], which in the case of the Heisenberg model with the interaction kernel J”(|r|)
takes the form

F (fl) = ≠
1
2

⁄

S2

⁄

S2

⁄

�

⁄

�
J”(|r ≠ rÕ

|)(m · mÕ)fl(r, m)fl(rÕ, mÕ) d2r d2rÕ dH
2(m) dH

2(mÕ)

+—≠1
⁄

S2

⁄

�
fl(r, m) ln fl(r, m) d2r dH

2(m). (2.23)

Here fl œ L1(R2
◊S2; [0, Œ]) is the probability density to observe a spin at point r œ R2 in the di-

rection m œ S2, J” œ CŒ
c (R) is a positive, even interaction potential such that supp(J”) µ B”(0)

and
s Œ

0 2firJ”(r) dr = J0 > 0 fixed independently of ”, and — > 0 is the inverse temperature.
The function fl satisfies the following normalization conditions:

⁄

S2
fl(r, m) dH

2(m) = 1 if r œ �, fl(r, m) = 0 if m œ S2 and r œ R2
\�, (2.24)

expressing the fact that the ferromagnet occupies the spatial domain � µ R2. For our purposes,
all other terms in the energy, which are all small perturbations to the Heisenberg exchange,
have been neglected. Notice that the parameter ” measures the finite range of the ferromagnetic
coupling and physically corresponds to the extent of the exchange interaction of several lattice
spacings.

The free energy in (2.23) admits a moments closure, allowing to reduce the minimization
problem to that of a functional of the average magnetization (see also [9])

m(r) :=
⁄

S2
mfl(r, m) dH

2(m). (2.25)

For fixed value of m the entropy term in the free energy is easily seen to be minimized pointwise
by

fl(r, m) = exp
1
—(µ(r) + ⁄(r) · m)

2
, (2.26)

where the functions µ(r) and ⁄(r) are obtained by enforcing (2.24) and (2.25) with fl = fl in �:

1 = 4fie—µ sinh(—|⁄|)
—|⁄|

, (2.27)

m = 4fie—µ(—|⁄| cosh(—|⁄|) ≠ sinh(—|⁄|))
—2|⁄|3

⁄. (2.28)
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⁄

S2
mfl(r, m) dH

2(m). (2.25)

For fixed value of m the entropy term in the free energy is easily seen to be minimized pointwise
by
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1
—(µ(r) + ⁄(r) · m)

2
, (2.26)

where the functions µ(r) and ⁄(r) are obtained by enforcing (2.24) and (2.25) with fl = fl in �:

1 = 4fie—µ sinh(—|⁄|)
—|⁄|

, (2.27)

m = 4fie—µ(—|⁄| cosh(—|⁄|) ≠ sinh(—|⁄|))
—2|⁄|3

⁄. (2.28)
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2.1 A microscopic derivation of the reduced two-dimensional model

As was already mentioned, the precise behavior of the magnetization near the film edge
depends on the detailed physics at the edge of the film. Here we use a particular model that
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expressing the fact that the ferromagnet occupies the spatial domain � µ R2. For our purposes,
all other terms in the energy, which are all small perturbations to the Heisenberg exchange,
have been neglected. Notice that the parameter ” measures the finite range of the ferromagnetic
coupling and physically corresponds to the extent of the exchange interaction of several lattice
spacings.

The free energy in (2.23) admits a moments closure, allowing to reduce the minimization
problem to that of a functional of the average magnetization (see also [9])

m(r) :=
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have been neglected. Notice that the parameter ” measures the finite range of the ferromagnetic
coupling and physically corresponds to the extent of the exchange interaction of several lattice
spacings.

The free energy in (2.23) admits a moments closure, allowing to reduce the minimization
problem to that of a functional of the average magnetization (see also [9])

m(r) :=
⁄

S2
mfl(r, m) dH

2(m). (2.25)

For fixed value of m the entropy term in the free energy is easily seen to be minimized pointwise
by

fl(r, m) = exp
1
—(µ(r) + ⁄(r) · m)

2
, (2.26)

where the functions µ(r) and ⁄(r) are obtained by enforcing (2.24) and (2.25) with fl = fl in �:

1 = 4fie—µ sinh(—|⁄|)
—|⁄|

, (2.27)

m = 4fie—µ(—|⁄| cosh(—|⁄|) ≠ sinh(—|⁄|))
—2|⁄|3

⁄. (2.28)

Thompson and Silver, 1973; Fatkullin and Slastikov, 2005; Di Fratta, M and Slastikov, 2021 

� = �c, where �c =
⇡

2 , which is a singular point in the terminology of [8]. For � < �c the
�-limit F⇤,� := �(L1)-lim"!0 F",� measures the length of the interface separating regions
with m ⇡ e3 and m ⇡ �e3 (see Theorem 3.5)

F⇤,�[m] =

(⇣
1� �

�c

⌘ R
T2 |rm3| d2x, for m 2 BV (T2; {±e3}),

+1, otherwise.
(1.5)

Note that the last term in (1.4) leads to a reduction of the interfacial cost by �

�c
compared

to the classical result [3] for � = 0. On the other hand, for � > �c, the scaling of the
minimal energy changes (see Theorem 3.6)

minF",� ⇠ �
�"

�c��
�

| log "|
"!0
�! �1, (1.6)

and sequences (m") which achieve the optimal scaling F",�[m"] ⇠ minF",� are highly
oscillatory in the sense that

Z

T2
|r (m")3 | d

3x ⇠ "
�c��

�
"!0
�! +1. (1.7)

Furthermore, for � � �c, the leading order contributions of all three terms in (1.4)
cancel. The main di�culty in the proof is to find asymptotically optimal estimates for
the non-local term.

A reduction of the full three-dimensional micromagnetic energy to a local two-dimensional
model in the thin film limit was first established rigorously in [27]. Subsequently, several
thin film regimes for for magnetically soft materials have been identified and analyzed,
see e.g. [12, 19, 52, 41, 44, 33]. However, since we consider materials with high per-
pendicular anisotropy, our setting is considerably di↵erent, as we now explain. For thin
films of the form ⌦ = T2

⇥ (0, t), the leading order contribution of the stray field energy
penalizes the out-of-plane component of the magnetization. Neglecting boundary e↵ects,
we have (see e.g. Theorem 6.2)

�����

Z

T2⇥R
|h|2 d3x�

Z

T2⇥(0,t)
m2

3 d3x

����� . t

Z

T2⇥(0,t)
|rm|

2 d3x.

To our knowledge, the first result in this direction is contained in [27]. In the absence of
high perpendicular anisotropy or a su�ciently strong external field (as in the previously
mentioned papers) the micromagnetic energy forces the out-of-plane component m3 to
vanish asymptotically. In our setting, the anisotropy energy Q

R
⌦(m

2
1 + m2

2) d
3x =

Q
R
⌦(1�m2

3) d
3x is however su�ciently strong (recall that Q > 1) such that low energy

configurations require m ⇡ ±e3 on most of the domain.

The behavior of the material changes when the film can no longer be considered to be
thin. In [14] the scaling of the ground state energy was identified for the two-dimensional

5

goes back to Onsager, 1949
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Figure 1. (a) Plot of f(s). (b) Plots of —U—(s) for the indicated values of — and
J0 = 1.

This yields ⁄ = —≠1mf(|m|)/|m|, where the function f(s) Ø 0 is the unique positive solution
of

s = coth(f(s)) ≠
1

f(s) , 0 < s < 1, (2.29)

vanishing at s = 0 and diverging as s æ 1≠. The plot of f(s) is presented in Fig. 1(a). Note
that f œ CŒ([0, 1)) and is strictly monotone increasing. Substituting this back to the entropy
term results in

⁄

S2
fl(r, m) ln fl(r, m) dH

2(m) = ln
3

f(|m(r)|)
4fi sinh f(|m(r)|)

4
+ m(r)f(|m(r)|). (2.30)

Thus, for m(r) fixed the free energy satisfies F (fl) Ø F (m), where

F (m) := ≠
1
2

⁄

R2

⁄

R2
J”(|r ≠ rÕ

|) (m(r) · m(rÕ)) d2r d2rÕ + J0
2

⁄

R2
|m|

2d2r +
⁄

R2
U—(|m|) d2r,

(2.31)

with equality holding if and only if fl(r, m) = fl(r, m). Here the e�ective potential U— is given
by

U—(s) := —≠1 ln
3

f(s)
4fi sinh f(s)

4
+ —≠1sf(s) ≠

1
2J0s2, (2.32)

with the convention that U—(0) := ≠—≠1 ln 4fi. The plots of U—(s) for several values of — are
illustrated in Fig. 1(b).

Notice that the reduced energy in (2.31) may be rewritten in a more convenient form as

F (m) = 1
4

⁄

R2

⁄

R2
J”(|r ≠ rÕ

|)|m(r) ≠ m(rÕ)|2d2r d2rÕ +
⁄

R2
U—(|m|) d2r, (2.33)

which is a vectorial, non-local analog of the classical Cahn-Hilliard functional, since U— has a
form of a Mexican hat potential for — > —c := 3J0. It is also easy to see that in a periodic
setting the energy functional F admits a unique minimizer m = 0 whenever — Æ —c, and a
family of minimizers |m| = s0(—) with 0 < s0(—) < 1 for — > —c (see also [9]). To simplify

free energy as a function of average magnetization

gradient expansion

Fatkullin and Slastikov, 2008
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matters further, we employ the usual gradient approximation to the nonlocal term in (2.33) to
obtain F (m) ƒ F 0(m), where (see also [10] for a closely related problem)

F 0(m) =
⁄

�

1
g”|Òm|

2 + U—(|m|)
2

d2r, (2.34)

and g” := fi
4

s Œ
0 r3J”(r) dr = O(”2). The expression in (2.34) is specified for m œ H1

0 (�;R3),
inheriting the zero boundary condition from the assumption that m = 0 in R2

\�.

Near the edge of the sample the curvature of the edge is negligible to the leading order in ”.
Hence, the problem of minimizing the energy in (2.34) reduces to a one-dimensional problem on
half-line, i.e., to minimizing the energy

F
1d
0 (m) =

⁄ Œ

0

1
g”|mÕ

|
2 + U—(|m|) ≠ U—(s0(—))

2
dx (2.35)

over m œ H1
loc(R+;R3) fl C(R+;R3) such that m(0) = 0. An explicit energy minimizing profile

may be obtained from (2.35), using the polar representation m(x) = „(x)m̂(x), where |m̂| = 1,
for which we get

F
1d
0 (m) =

⁄ Œ

0

1
g”|„Õ

|
2 + U—(„) ≠ U—(s0(—))

2
dx +

⁄ Œ

0
g”„2

|m̂Õ
|
2dx. (2.36)

Thus, the energy F
1d
0 is minimized by m̂ = const, while by the Modica-Mortola trick [20] we

have

min F
1d
0 = F

1d
0 („”m̂) = 2

⁄ s0(—)

0

Ò
g”(U—(„) ≠ U—(s0(—))) d„, (2.37)

⁄ „”(x)

0

d„
Ò

g”(U—(„) ≠ U—(s0(—)))
= x, m̂ œ S2 arbitrary. (2.38)

In particular, we have |m(x)| = „”(x), which is a monotone increasing function of x that vanishes
at x = 0 and approaches the “saturation magnetization” value of s0(—) for x ∫ ”.

3 Statement of results

E0(m) :=
⁄

�

1
|Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r + ⁄
⁄

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r,

+ “
⁄

ˆ�

1
(m‹ · n)2

≠ m2
Î

2
dH

1(r), (3.1)

where n is the outward unit normal vector to ˆ�.

EŒ
0 (m) :=

Y
__]

__[

s
�

1
|Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r if mÎ|ˆ� = +1 or ≠ 1,

+⁄
s

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r

+Œ otherwise.
(3.2)
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one-dimensional profile near the edge:
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= x, m̂ œ S2 arbitrary. (2.38)

In particular, we have |m(x)| = „”(x), which is a monotone increasing function of x that vanishes
at x = 0 and approaches the “saturation magnetization” value of s0(—) for x ∫ ”.

3 Statement of results

E0(m) :=
⁄

�

1
|Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r + ⁄
⁄

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r,

+ “
⁄

ˆ�

1
(m‹ · n)2

≠ m2
Î

2
dH

1(r), (3.1)

where n is the outward unit normal vector to ˆ�.

EŒ
0 (m) :=

Y
__]

__[

s
�

1
|Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r if mÎ|ˆ� = +1 or ≠ 1,

+⁄
s

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r

+Œ otherwise.
(3.2)
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matters further, we employ the usual gradient approximation to the nonlocal term in (2.33) to
obtain F (m) ƒ F 0(m), where (see also [10] for a closely related problem)

F 0(m) =
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1
g”|Òm|

2 + U—(|m|)
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d2r, (2.34)

and g” := fi
4

s Œ
0 r3J”(r) dr = O(”2). The expression in (2.34) is specified for m œ H1

0 (�;R3),
inheriting the zero boundary condition from the assumption that m = 0 in R2

\�.

Near the edge of the sample the curvature of the edge is negligible to the leading order in ”.
Hence, the problem of minimizing the energy in (2.34) reduces to a one-dimensional problem on
half-line, i.e., to minimizing the energy
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over m œ H1
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may be obtained from (2.35), using the polar representation m(x) = „(x)m̂(x), where |m̂| = 1,
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Reduced thin film energy revisited
putting all the terms together:
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extending this definition to samples of finite spatial extent. Indeed, as the stray field energy
involves nonlocal terms, one cannot simply restrict the integration in (2.8) to a bounded spatial
domain � µ R2, as this would disregard the dipolar interactions that contribute to the first
term in (2.8). A more systematic approach would instead consist of extending the magnetization
m : � æ S2 to the whole plane by zero outside �. However, such an approach also presents
di�culties, as a jump discontinuity in m across ˆ� would then make the nonlocal terms in (2.8)
infinite. Thus, a regularization at the scale of the film thickness is necessary close to the film
edge to make sense of the energy in (2.8). Such a regularization was first introduced in [8] (see
also [21], for further discussion see [17, 18]) in the context of reduced thin film energies for soft
ferromagnetic materials, in which the magnetization tends to lie in the film plane.

We note that several regularizations are, in fact, possible that can lead to slightly di�erent
reduced thin film energies. The precise model would inevitably depend on the specific physics at
the film edge, which may be governed by a number of physical e�ects such as a di�erent material
composition in an as-grown film near the edge, changes in the crystalline structure near the edge,
edge roughness, etc. We point out, however, that the magnetization, which in the physical space
rotates on the scale of the exchange length that exceeds by an order of magnitude the atomic
scale [12], should experience the e�ect of the edge via some sort of an e�ective boundary terms.
This is indeed confirmed by rigorous studies of the thin film limit of soft-three dimensional
ferromagnetic layers [15]. The goal of the present paper is to derive these boundary terms via
�-convergence for ferromagnetic films with perpendicular magnetocrystalline anisotropy that
are relevant to the studies of magnetic skyrmions.

Our starting point will be the regularization in which for a given configuration m : � æ S2

we define the physically observable magnetization m” in the film:

m”(r) = ÷”(r)m(r) ’r œ R2, (2.12)

where m has been extended by zero outside a bounded open set � with boundary of class C2

and

÷”(r) := ÷

A
dist(r,R2

\�)
”

B

, (2.13)

where ÷ œ C1([0, +Œ); [0, 1]), ÷Õ(t) Ø 0 for all t Ø 0, ÷(0) = 0 and ÷(t) = 1 for all t Ø 1. For a
microscopic derivation of this condition, see Sec. 2.1. Notice that m” thus defined automatically
lies in H1(R2;R3) if m œ H1(�; S2). We then replace all the instances of m in (2.1) by m” to
define the reduced thin film energy E”(m) := E(m”).

We next specify the asymptotic regime in which the obtained energy E” becomes local, with
the edge e�ects appearing as a boundary term, which generalizes the regime for soft ferromag-
netic films identified by Kohn and Slastikov [15]. Furthermore, we will also identify the scalings
of the parameters for which the resulting limit energy still exhibits the terms that are needed to
produce skyrmion type solutions. To this end, we introduce a small parameter Á > 0 and make
all the model parameters, as well as the domain, depend on Á as follows:

QÁ = 1 + Á| ln Á|

2fi“
–, hÁ = Á| ln Á|

2fi“
—, ŸÁ =

3
Á| ln Á|

2fi“

41/2
⁄, ”Á =

3 2fiÁ“

| ln Á|

41/2
, (2.14)

together with

�Á = Á≠1”Á�, (2.15)

Di Fratta, M and Slastikov, 2021 
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for some fixed ⁄ > 0, –, — œ R and � µ R2 fixed.

With the above choices we have E”Á(m(Á≠1”Á·)) = EÁ(m) + CÁ, where after some algebra we
have

EÁ(m) :=
⁄

R2

1
÷2

Á |Òm|
2 + –÷2

Á |m‹|
2

≠ 2—÷ÁmÎ
2

d2r

+ ⁄
⁄

R2
÷2

Á

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r,

+ “

2| ln Á|

⁄

R2

⁄

R2

Ò · (÷Ám‹)(r) Ò · (÷Ám‹)(rÕ)
|r ≠ rÕ|

d2r d2rÕ

≠
“

4| ln Á|

⁄

R2

⁄

R2

(÷Á(r)mÎ(r) ≠ ÷Á(rÕ)mÎ(rÕ))2

|r ≠ rÕ|3
d2r d2rÕ, (2.16)

where the additive constant CÁ is independent of m and, therefore, is inconsequential for the
variational problem associated with E”Á . We note that for ⁄ = 0, only a slightly di�erent version
of this type of energy with Á = O(1) can be shown to arise from the full micromagnetic energy of
a three-dimensional thin ferromagnetic film with variable thickness equal to ÷Á(r), which tapers
o� at the film edge [23]. The limit functional will be shown to be

F (m) :=
⁄

�

1
Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r

+ ⁄
⁄

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r + “

⁄

ˆ�

1
(m‹ · n)2

≠ m2
Î

2
dH

1(r), (2.17)

where n is the outward unit normal to ˆ�. The energy in (2.23) is defined for m œ H1(�; S2).

We will also consider two other scaling regimes, which lead to di�erent limit behaviors. First,
we define

E0
Á (m) := EÁ(m) + “ÁH

1(ˆ�), (2.18)
where “ = “Á in (2.16) and will be interested in the limit in which “Á æ +Œ as Á æ 0 with –, —
and ⁄, as well as the domain �, fixed. For this scaling, we show that when “Á = o(| ln Á|) the
limit energy is given by

F0(m) :=
⁄

�

1
Òm|

2 + –|m‹|
2

≠ 2—mÎ
2

d2r + ⁄
⁄

�

1
mÎÒ · m‹ ≠ m‹ · ÒmÎ

2
d2r, (2.19)

specified for all m œ H1(�; S2) such that m = e3 or m = ≠e3 on ˆ� in the sense of trace.
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Skyrmions

- topologically nontrivial configurations of nonlinear field theories 

- introduced by Tony Skyrme in the early 1960s to empirically 
describe the low-energy properties of baryons

- received attention in the mathematical literature from the 1980s onward

Chiral Magnetic Skyrmions 

Topologically stable vector field object 
“Combed hedgehog” 

Emergent electrodynamics arising from Berry phase 
Each skyrmion = φ0 of fictitious magnetic flux 
Moving skyrmions => effective electric field 

Skyrmion Crystal 
Tony Skyrme FRS 

Sir Michael  
Berry FRS 

Fe0.5Co0.5Si - Yu Nature (2010) 

- relevant example:                                                         baby skyrmions
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We note that the 2D Skyrme model has applications in condensed matter physics
(the quantum Hall effect and anionic superconductivity [2, 17, 22, 23, 35]) and cos-
mology (Skyrmion-induced gravitational defects [3, 29]).

2 Statement of Results

In normalized form, the two-dimensional Skyrme energy functional governing
a configuration map u : R3 → S2 is defined by

(2.1) E(u) =
1

2

∫

R2

{

|∇u|2 +
λ

2
|∂1u × ∂2u|2 +

µ

2
(1 − n · u)2

}

dx ,

where ∂i (i = 1, 2) denotes the partial derivative, n = (0, 0, 1) is the north pole
of S2 in R3, and λ and µ are positive coupling constants. Note that, sometimes in
literature, the potential term in (2.1) is chosen to be of a lower power, µ(1 − n · u),
which makes the potential energy of a stereographic projection take infinite value.
In order to maintain a finite value for the potential of a stereographic projection,
we observe the above (common) convention for the choice of the potential den-
sity. However, our general analysis is not affected by such a convenient, definitive
choice.

The condition that u lies on S2 implies that (1 − n · u)2 = |n − u|4/4. Hence
(2.1) becomes

(2.2) E(u) =
∫

R2

{

1

2
|∇u|2 +

λ

4
|∂1u × ∂2u|2 +

µ

16
|n − u|4

}

dx .

The finite-energy condition implies that u tends to n as |x | → ∞. Therefore u may
be viewed as a map from S2 to itself that defines a homotopy class in π2(S

2) = Z

whose integer representative is the Brouwer degree of u with the integral represen-
tation

(2.3) deg(u) =
1

4π

∫

R2

u · (∂1u × ∂2u)dx .

In this paper, we are interested in the basic minimization problem

(2.4) Ek = inf{E(u) : E(u) < ∞, deg(u) = k}

where k ∈ Z. Of course, Ek = E|k| for all k ∈ Z. A solution of (2.4) for k = ± 1 is
called a Skyrmion; a solution of (2.4) for |k| ≥ 2 is called a multisoliton [27].

Below is our main existence result for Skyrmions.

THEOREM 2.1 If the coupling constants λ andµ satisfy

(2.5) λµ ≤ 48 ,

then the minimization problem (2.4) has a solution for k = ± 1. Moreover, E1 < Ek

for all |k| ≥ 2 if λµ ≤ 12.
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Magnetic skyrmions

maps                          with non-trivial topology

250 T. LANCASTER

Figure 4. (a) The potential energy for d = D = 2. (b) The vor-
tex excitation. (c) The hedgehog or monopole excitation for
d = D = 3. (Adapted from Ref. [2].)

in different regions of space, subject to the all-important
constraint that the field vary smoothly from place to
place. The defect in this case is known as a vortex, an
example of which is shown in Figure 4(b). The vortex has
a core at its centre and has a field that swirls around the
core.3

An important point about the vortex is that there are
lots of very similar structures we can make, for exam-
ple, by globally rotating all of the arrows by some fixed
angle. In fact, from the point of view of topology, each of
these excitations is equivalent. The quantity that defines
the topological properties of the vortex is its integerwind-
ing number w. This quantity counts the number of times
the arrows rotate through 2π radians as we follow a cir-
cle around the vortex core. The diagram shows a w = 1
vortex, since the arrows make a complete rotation as we
follow a circle around the vortex core. It is possible to
make vortices with w = 2. In contrast to a w = 1 object,
a w = −1 object, known as an antivortex, does not have
the arrows pointing in the opposite direction, but rather
has arrows thatwrap in the opposite direction as the circle
is traversed around the core.

In the three-dimensional case of D = 3, d = 3 we
have a configuration called a hedgehog (or monopole)
shown in Figure 4(c). Here the winding number is given
by considering the 3D field φ(x1, x2), where x1 and x2
are coordinates allowing us to locate points on a closed
surface (conventionally we choose angles x1 = θ and

Figure 5. The stereographic projection (denoted P ) squashes
the hedgehog into D = 2, where it becomes a skyrmion. The left-
hand version is aNéel skyrmion; the right-hand version,where the
spins have been combed over (denotedR), is a Bloch skyrmion.
(Based on a figure from Ref. [22].)

x2 = ϕ, for example), and we evaluate the integral

w = 1
4π

∫
dx1dx2 φ̂ ·

(
∂φ̂

∂x1
× ∂φ̂

∂x2

)

, (3)

where φ̂ = φ/|φ| is the normalised (unit) field andwhere
the surface over which we integrate surrounds the core of
the hedgehog. The integrand in this expression gives an
element of the solid angle swept out by the vectors φ. By
comparing the integral of this quantity with 4π we can
therefore compute how many times these vectors wrap
around a sphere. In the same way that we can globally
rotate the D = 2 arrows of the vortex without chang-
ing w, a combed hedgehog, with all of its arrows rotated
globally by the same amount, also has the same winding
number as the conventional hedgehog (see Figure 5, top).

The vortex and hedgehog introduce a new feature
compared to the domain wall: they cost an infinite
amount of energy! This can be understood by inspection
of the vortex. It is swirly at large distances from the core,
so that the fields never become uniform. The first term
in Equation (2) then keeps costing energy causing a vol-
ume integral over the free energy density to diverge. This
energetic cost is a consequence of Derrick’s theorem and
is important in judging whether each of these objects can
hope to exist. That is, if an object costs an infinite amount
of energy to create, it is not going to be realised in a sys-
tem (at least without some other physical property being
introduced) [2,5]. Specifically, Derrick investigated static
field configurations as they are scaled up and down in
their spatial size. If a field configuration is stable, then
there is a pointwhere the energy is stationarywith respect
to such a scaling. If the field configuration has no such
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a   Néel-type skyrmion b   Bloch-type skyrmion

c   Skyrmion lattice in an Fe monolayer 
 on Ir(111)

d   Individual skyrmions in a PdFe 
 bilayer on Ir(111)

B 10 nm

and low temperatures (the Curie temperature for one 
Fe monolayer is around 30 K). Moreover, the skyrmion 
lattice ground state of an Fe monolayer on Ir(111) does 
not allow the specific properties of individual skyrmi-
ons to be exploited. In PdFe bilayers epitaxially grown 
on Ir(111), spin spirals are observed at low field, but an 
applied field of about 1 T induces a transition to a ferro-
magnetic state embedding individual metastable skyr-
mions10,11 (FIG. 1d). The conditions for having individual 
skyrmions rather than periodic spin textures such as 
skyrmion lattices or spin spirals are discussed in BOX 1.

A prerequisite for the use of skyrmions in devices is 
hence the ability to stabilize small individual skyrmions 
at room temperature and in zero or very small applied 
fields. Because the transition temperatures of bulk com-
pounds in which skyrmions were first found are gen-
erally below or just around room temperature, these 
systems are not easily implementable for applications. 
Although thin films of ferromagnetic transition metals 
such as Fe or Co are more promising, ultrathin epitax-
ially grown films are not the most convenient candi-
dates for devices, first because, up to now, skyrmions in 
ultrathin films have been found only at low temperature, 
and second because epitaxial growth is not easily com-
patible with common spintronic technologies. A prom-
ising path toward practical room-temperature systems 
with individual skyrmions is represented by the recent 

development of perpendicularly magnetized multi-
layers prepared by sputtering deposition, which exploit 
the possibility of obtaining additive DMI at successive 
interfaces. Several groups have recently reported impres-
sive progress not only in the stabilization of skyrmions 
at room temperature, but also in their current-induced 
manipulation, creation and displacement. This Review 
focuses on the recent advances in this new field of top-
ological spintronics, in which topology, together with 
chiral interactions and spin–orbit torques, is exploited 
in an entirely new context for applications in future  
information and communication technologies.

Interfacial Dzyaloshinskii–Moriya interaction
In systems that lack inversion symmetry, spin–orbit cou-
pling can induce an asymmetric exchange interaction, 
the DMI, which takes the form

HDMI = (S1 ×  S2) ∙ d12 (2)

where S1 and S2 are neighbouring spins and d12 is the cor-
responding Dzyaloshinskii–Moriya vector. For the inter-
facial DMI, the focus of this Review, d12 can be written12 
d12 = d12∙(z ×  u12), where z and u12 are unit vectors, respec-
tively perpendicular to the interface in the direction of 
the magnetic layer and pointing from site 1 to site 2.  
For d12 > 0 the DMI favours anticlockwise rotations from 
S1 to S2, similarly to REFS 10,12 (d12 < 0 corresponds to 
lower energy for clockwise magnetization rotation). The 
DMI is a chiral interaction that lowers or increases the 
energy of the spins depending on whether the rotation 
from S1 to S2 around d12 is in the clockwise or in the anti-
clockwise sense. If S1 and S2 are initially parallel, the effect 
of a strong DMI (compared with the symmetric exchange 
interaction) is to introduce a relative tilt around d12. In 
magnetic films with interfacial DMI, the Dzyaloshinskii–
Moriya vector lies in the plane of the film (the x–y plane), 
and the global effect of the DMI on the magnetization 
m can be expressed by the micromagnetic energy per 
volume as

E = D ∙ (mz∂xmx −  mx∂xmz + mz∂ymy −  my∂ymz) (3)

where D is the DMI constant, which is related to the pair 
interaction d12 of equation 2. For a purely interfacial DMI, 
D is inversely proportional to the thickness of the film;  
it is positive for anticlockwise rotations.

The existence of the DMI was first proposed to 
account for the properties of magnetic compounds with 
a non-centrosymmetric lattice, such as α-Fe2O3 (REFS 1,2). 
The DMI was theoretically understood by Moriya as an 
additional term induced by spin–orbit coupling in the 
super-exchange interaction between spins of magnetic 
insulators in the absence of inversion symmetry. For 
metallic systems, the existence of a chiral interaction 
was first demonstrated for disordered alloys, in which 
an atom with large spin–orbit coupling mediates a DMI 
between two magnetic atoms; d12 in this case is perpen-
dicular to the plane of the triangle formed by the three 
atoms13. The DMI was then predicted to exist with the 
same sym metry at the interface between magnetic films 
and metals with large spin–orbit coupling14. In systems 
composed of a magnetic film (such as Co) and a metal 

Figure 1 | Magnetic texture of skyrmions. a,b | Néel-type (panel a) and Bloch-type  
(panel b) skyrmions with the magnetization rotating from the down direction at  
the skyrmion’s centre to the up direction of the external uniform magnetization at the 
skyrmion’s edge, as in a Néel or in a Bloch domain wall. c | Lattice of skyrmions as observed 
by spin-polarized scanning tunnelling microscopy in a monolayer of Fe grown on Ir(111). 
The colour wheel indicates the in-plane magnetization, and the square unit cell has a side 
length of 1 nm. The grey cones indicate the direction of magnetization in 3D. d | Individual 
skyrmions observed by the same technique in a PdFe bilayer on Ir(111). The out-of-plane 
magnetization is colour-coded from red for ‘up’ to blue for ‘down’ magnetization.  
An external field B = 1.5 T is used to stabilize the skyrmions. Panels a and b are reproduced 
with permission from REF. 94, courtesy of K. Everschor-Sitte, University of Cologne, 
Germany. Panel c is reproduced with permission from REF. 95, Macmillan Publishers 
Limited. Panel d is reproduced with permission from REF. 96, American Physical Society.
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Eells and Sampson, 1964 
Lemaire, 1978 

Wood, 1974 
Brezis, Coron, 1985

they are holomorphic or anti-holomorphic maps
specifically, all degree 1 minimizing maps belong to:

for m 2 H̊1(R2; S2) with N (m) = 1, i.e., minimizing harmonic maps of degree 1. These have been
identified by Belavin and Polyakov [6], see also Brezis and Coron [17, Lemma A.1] or Lemma A.3
below, to be given by the previously mentioned Belavin-Polyakov profiles
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! S
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harmonic map equation

��+ |r�|2� = 0 (2.23)

with N (�) = 1, meaning all critical points of F of degree 1 are absolute minimizers.
The task then is to identify which Belavin-Polyakov profiles � = S�(⇢�1(•� x)) for S 2 SO(3)

and ⇢ > 0 are selected in the limit � ! 0. By the requirement m+e3 2 L2(R2;R3), we can certainly
expect to have Se3 = e3 in the limit, so that S = S✓ for some angle ✓ 2 [�⇡,⇡) and
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However, even for such Belavin-Polyakov profiles it holds that �+e3 62 L2(R2;R3) due to logarithmic
divergence of the anisotropy term. Consequently, we expect minimizers to be truncated Belavin-
Polyakov profiles which will shrink to keep the anisotropy energy finite in the limit � ! 0 in the
spirit of the construction by Döring and Melcher [28, Lemma 3].

Indeed, careful minimization in a corresponding class of ansätze [8], see also section 5.2, leads
one to believe that the optimal skyrmion radius ⇢0 is given asymptotically by
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for bubble skyrmion, the stray field energy diverges with radius: 

hence
no hope to construct solutions as absolute minimizers 
with prescribed degree 
contrast with the local case   
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Room-temperature skyrmions have also been found in magnetic 
bilayers (Figs. 4f, 5b), although generally with a larger diameter69,77–79. 
These efforts offer promising directions towards stack engineering of 
magnetic interactions to tune skyrmion properties in films for device  
applications80.

Detection and manipulation of chiral spin textures
Skyrmions in epitaxial films were first imaged using spin-polarized 
scanning tunnelling microscopy (SP-STM; Fig. 4d)61,62. Since then, they 
have been imaged in sputtered multilayer films using various magnetic 
microscopy techniques, including scanning transmission X-ray micros-
copy (STXM; Fig. 4g)67,68, photoemission electron microscopy (PEEM;  
Fig. 4f)78, spin-polarized low-energy electron microscopy (SPLEEM)77, 
and magneto-optical Kerr effect (MOKE) microscopy (Fig. 5b)69. 
Importantly, skyrmions can also be detected using a variety of thermo-
dynamic and transport techniques81. In particular, the Berry phase that 
is accumulated by electrons traversing the 2D spin texture of skyrmions 
results in an additional component in anomalous Hall effect measure-
ments, known as the topological Hall effect60,81. The Hall signal can be 
used to detect the presence of skyrmions and to address their motion 
in films and devices81,82. However, such Hall signatures of skyrmions 
have been detected thus far only in bulk crystal and films with intrinsic 

DMI81–83; these techniques remain to be established in multilayer films 
with interfacial DMI.

Magnetic skyrmions, owing to their small size and non-trivial topology, 
are attractive candidates for data storage in magnetic materials—provided 
that they can be nucleated, moved and read. Several nucleation techniques 
have been explored with micromagnetics simulations75,84. In SP-STM 
experiments on Fe/Pd bilayers (Fig. 5a), individual skyrmions were nucle-
ated and deleted using the current injected from the STM tip62. In other 
experiments, skyrmions have been created by applying field pulses68. A 
remarkable result in this regard is the recent demonstration of “blowing of 
skyrmion bubbles”69,85, generated by the current divergence out of a con-
striction (Fig. 5b). In future, skyrmions should be able to be moved with 
notable ease compared with, for example, domain walls82 by exploiting the 
SOT provided by the spin current75,86,87, which emerges naturally from the 
spin Hall effect of the neighbouring heavy metal layers. The dynamic prop-
erties of skyrmions have been explored using micromagnetics simulations 
and microscopy techniques in device configurations68,69. These works 
demonstrate that skyrmions can be manipulated with current and field 
pulses in lithographed geometric structures (Fig. 5b, c)68,69—techniques  
that can be incorporated in memory devices with relative facility.

These properties of magnetic skyrmions portend great potential 
towards realizing high-density and energy-efficient memory86,87. Several 

Figure 4 | Interfacial DMI and chiral spin textures. a, Anatomy of 
interfacial DMI from ab initio calculations. Bottom, Layer-resolved DMI 
in a Pt/Co bilayer. Top, distribution of SOC energies associated with the 
DMI in the interfacial Co layer. Inset, a schematic of DMI at the interface 
between a ferromagnetic metal with out-of-plane magnetization (Co, grey) 
and a strong SOC metal (Pt, blue). The DMI vector D12, associated with 
the triangle composed of two Co atoms and a Pt atom, is perpendicular to 
the plane of the triangle. S1,2, neighbouring spins. b, c, Schematics of the 
spin configuration in interfacial-DMI-induced chiral spin textures such as 
magnetic skyrmions (b) and chiral Néel domain walls (c), with the colour 
scale corresponding to the out-of-plane magnetization component. d, 
SP-STM imaging of an individual skyrmion (with a diameter of 8 nm at a 
field of 3.25 T) in a Fe/Pd bilayer on Ir(111), acquired in constant-current 
topographic mode, with an in-plane magnetized tip, with the modelled 
magnetization overlaid (arrows). e, Skyrmion stabilization in multilayers, 

illustrated using a multilayer stack of Ir/Co/Pt. The close-up of the trilayer 
shows DMI vectors (D12 and D34) at the top (Co/Ir) and bottom (Pt/Co) 
interfaces of Co. The effective DMI magnitude is enhanced by the same 
direction of D12 and D34 at the different interfaces. f, Room-temperature 
skyrmions in a Pt/Co/MgO multilayer in a lithographed 400 nm × 400 nm 
square, seen by XMCD-PEEM, with the magnetization profile along the 
red line shown below. g, Room-temperature skyrmions in (Ir/Co/Pt) × 10 
multilayers patterned into 300-nm-diameter disks (left) or 200-nm-wide 
tracks (right), seen by STXM. Panel a (main panel) adapted from ref. 72, 
American Physical Society. Panel a (inset) adapted from ref. 70, Nature 
Publishing Group. Panel d reproduced from ref. 62, American Association 
for the Advancement of Science. Panels e and g adapted from ref. 67, 
Nature Publishing Group. Panel f adapted from ref. 78, Nature Publishing 
Group.
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FIG. 3: Dependences of the skyrmion characteristics in the low DMI regime. The parameters are A = 20 pJ/m, Ms = 105

A/m and Ku = 6346 J/m3 corresponding to Q = 1.01. (a) The skyrmion radius rsky. (b) The normalized skyrmion collapse
energy barrier �Esky/(kBT293K). (c) The rotation angle |✓0|. (d) The skyrmion profile obtained numerically for d = 5 nm and
D = 0.018 mJ/m2, corresponding to the white dot in panels (a)–(c), using MuMax360 on a 4096 ⇥ 4096 nm2 square domain
subject to periodic boundary conditions, with the mesh size of 4⇥4⇥5 nm3. The image in (d) is constructed by superimposing
the in-plane magnetization m? represented with arrows and the out-of-plane magnetization mk represented by a colormap. The
black dashed line in (a)–(c) indicates the boundary of the region defined in Eq. (3), and the white dot marks the parameters
for which the micromagnetic simulation in (d) was carried out.

order as the film thickness. In this regime, 3D models
and full 3D micromagnetic simulations will be needed to
take into account the long-range dipolar e↵ects.

IV. SUMMARY

We have used rigorous mathematical analysis to
develop a skyrmion theory that takes into account the
full dipolar energy in the thin film regime and provides
analytical formulas for compact skyrmion radius, rota-
tion angle and energy. While long-range interactions are
often assumed to have a negligible impact on skyrmions
in this regime, we demonstrate that the DMI threshold
at which a compact skyrmion looses its Néel character
is a factor of ⇠ 3 higher than that for a 1D wall. A

reorientation of the skyrmion rotation angle from Néel
to intermediate Néel-Bloch angles is predicted as the
layer thickness is increased in the low DMI regime,
which is confirmed by micromagnetic simulations. The
estimation of this reorientation thickness is important
for applications as the skyrmion angle a↵ects its current-
induced dynamics62.
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FIG. 3. Dependences of the skyrmion characteristics in the low-DMI regime. The parameters are A = 20 pJ/m, Ms = 105 A/m, and Ku =
6346 J/m3 corresponding to Q = 1.01. (a) The skyrmion radius rsky. (b) The normalized skyrmion collapse energy barrier !Esky/(kBT293K ).
(c) The rotation angle |θ0|. (d) The skyrmion profile obtained numerically for d = 5 nm and D = 0.018 mJ/m2, corresponding to the white
dots in panels (a)–(c), using MuMax3 [57] on a 4096 × 4096 nm2 square domain subject to periodic boundary conditions, with the mesh size
of 4 × 4 × 5 nm3. The image in panel (d) is constructed by superimposing the in-plane magnetization m⊥ represented with arrows and the
out-of-plane magnetization m∥ represented by a color map. The lines in panels (a)–(c) are the same as in Fig. 1.

favor the observation of skyrmions in the absence of an
applied magnetic field, as discussed in the previous section.
An observation of room-temperature zero-field skyrmions in
this material was recently reported [60].

In Fig. 3, we present the case of low D values for which
the transition from pure Néel to pure Bloch skyrmion ap-
pears, as seen in Fig. 3(c). For comparison, we carried out
micromagnetic simulations for the parameters corresponding
to the white dots in Fig. 3(a)–3(c) (see figure caption for
details). From the simulations, we obtain a skyrmion with
a rotation angle θ0 ≃ 46◦ and a radius rsky ≃ 52 nm, versus
θ0 ≃ 52◦ and rsky ≃ 80 nm from the analytical formulas.
This confirms the transition from purely Néel, to interme-
diate Néel-Bloch rotation angle, predicted by our analysis
at lower thicknesses compared to 1D walls as discussed in
Sec. III C. Indeed, for 1D walls, a purely Néel character is
expected up to thicknesses of ≈ 10 nm. This validates the
increased importance of dipolar interaction in the case of
compact skyrmions predicted by our theory compared to 1D
walls. Figure 3(b) shows the skyrmion collapse energy barrier
!Esky = !E0Ad normalized by the room temperature thermal
energy kBT293K. The collapse energy barrier !Esky obtained
by our analysis is 13 kBT293K, compared to 15.5 kBT293K from
the micromagnetic simulations. We observe that in the low
D regime the collapse barrier increase with film thickness.

This consideration justifies the choice of systems with bulk
out-of-plane anisotropy (like the ferrimagnetic alloy GdCo) or
multilayers [e.g., (Pt/Co/Ir)n] to optimize skyrmion lifetime,
since it allows one to increase the film thickness (or effec-
tive thickness) without losing the out-of-plane anisotropy,
as would be the case for single ferromagnetic layers with
surface-induced anisotropy alone [22,60].

In Fig. 4, we present the results for an intermediate DMI
range where the D values are an order of magnitude larger
than those in Fig. 3. We use the same parameters as in Fig. 3,
except Ku = 1.26 × 104 J/m3 corresponding to Q = 2. All
the solutions in Fig. 4 are the iconic Néel skyrmions with ! 10
nm radii that grow with an increase of the DMI strength [see
Fig. 4(a)]. The skyrmion collapse barrier can be heightened by
either increasing the film thickness or the DMI strength [see
Fig. 4(b)]. In the low thickness regime, the decrease of the col-
lapse barrier with the film thickness is due to the dimensional
scale factor of Ad. The same phenomenon is at the origin of
the short skyrmion lifetime (≈ 1s) observed experimentally at
low temperature in ferromagnetic monolayers [1], despite a
large DMI constant [61].

We observe in Fig. 4(b) that the collapse energy barrier
of ≈ 8 nm radius skyrmions reaches 22 kBT293K, which cor-
responds to a lifetime of a few seconds, considering the
Néel-Brown model with the attempt frequency ν = 109 s− 1.
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FIG. 3. Dependences of the skyrmion characteristics in the low-DMI regime. The parameters are A = 20 pJ/m, Ms = 105 A/m, and Ku =
6346 J/m3 corresponding to Q = 1.01. (a) The skyrmion radius rsky. (b) The normalized skyrmion collapse energy barrier !Esky/(kBT293K ).
(c) The rotation angle |θ0|. (d) The skyrmion profile obtained numerically for d = 5 nm and D = 0.018 mJ/m2, corresponding to the white
dots in panels (a)–(c), using MuMax3 [57] on a 4096 × 4096 nm2 square domain subject to periodic boundary conditions, with the mesh size
of 4 × 4 × 5 nm3. The image in panel (d) is constructed by superimposing the in-plane magnetization m⊥ represented with arrows and the
out-of-plane magnetization m∥ represented by a color map. The lines in panels (a)–(c) are the same as in Fig. 1.
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FIG. 3. Dependences of the skyrmion characteristics in the low-DMI regime. The parameters are A = 20 pJ/m, Ms = 105 A/m, and Ku =
6346 J/m3 corresponding to Q = 1.01. (a) The skyrmion radius rsky. (b) The normalized skyrmion collapse energy barrier !Esky/(kBT293K ).
(c) The rotation angle |θ0|. (d) The skyrmion profile obtained numerically for d = 5 nm and D = 0.018 mJ/m2, corresponding to the white
dots in panels (a)–(c), using MuMax3 [57] on a 4096 × 4096 nm2 square domain subject to periodic boundary conditions, with the mesh size
of 4 × 4 × 5 nm3. The image in panel (d) is constructed by superimposing the in-plane magnetization m⊥ represented with arrows and the
out-of-plane magnetization m∥ represented by a color map. The lines in panels (a)–(c) are the same as in Fig. 1.
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FIG. 3. Dependences of the skyrmion characteristics in the low-DMI regime. The parameters are A = 20 pJ/m, Ms = 105 A/m, and Ku =
6346 J/m3 corresponding to Q = 1.01. (a) The skyrmion radius rsky. (b) The normalized skyrmion collapse energy barrier !Esky/(kBT293K ).
(c) The rotation angle |θ0|. (d) The skyrmion profile obtained numerically for d = 5 nm and D = 0.018 mJ/m2, corresponding to the white
dots in panels (a)–(c), using MuMax3 [57] on a 4096 × 4096 nm2 square domain subject to periodic boundary conditions, with the mesh size
of 4 × 4 × 5 nm3. The image in panel (d) is constructed by superimposing the in-plane magnetization m⊥ represented with arrows and the
out-of-plane magnetization m∥ represented by a color map. The lines in panels (a)–(c) are the same as in Fig. 1.

favor the observation of skyrmions in the absence of an
applied magnetic field, as discussed in the previous section.
An observation of room-temperature zero-field skyrmions in
this material was recently reported [60].

In Fig. 3, we present the case of low D values for which
the transition from pure Néel to pure Bloch skyrmion ap-
pears, as seen in Fig. 3(c). For comparison, we carried out
micromagnetic simulations for the parameters corresponding
to the white dots in Fig. 3(a)–3(c) (see figure caption for
details). From the simulations, we obtain a skyrmion with
a rotation angle θ0 ≃ 46◦ and a radius rsky ≃ 52 nm, versus
θ0 ≃ 52◦ and rsky ≃ 80 nm from the analytical formulas.
This confirms the transition from purely Néel, to interme-
diate Néel-Bloch rotation angle, predicted by our analysis
at lower thicknesses compared to 1D walls as discussed in
Sec. III C. Indeed, for 1D walls, a purely Néel character is
expected up to thicknesses of ≈ 10 nm. This validates the
increased importance of dipolar interaction in the case of
compact skyrmions predicted by our theory compared to 1D
walls. Figure 3(b) shows the skyrmion collapse energy barrier
!Esky = !E0Ad normalized by the room temperature thermal
energy kBT293K. The collapse energy barrier !Esky obtained
by our analysis is 13 kBT293K, compared to 15.5 kBT293K from
the micromagnetic simulations. We observe that in the low
D regime the collapse barrier increase with film thickness.

This consideration justifies the choice of systems with bulk
out-of-plane anisotropy (like the ferrimagnetic alloy GdCo) or
multilayers [e.g., (Pt/Co/Ir)n] to optimize skyrmion lifetime,
since it allows one to increase the film thickness (or effec-
tive thickness) without losing the out-of-plane anisotropy,
as would be the case for single ferromagnetic layers with
surface-induced anisotropy alone [22,60].

In Fig. 4, we present the results for an intermediate DMI
range where the D values are an order of magnitude larger
than those in Fig. 3. We use the same parameters as in Fig. 3,
except Ku = 1.26 × 104 J/m3 corresponding to Q = 2. All
the solutions in Fig. 4 are the iconic Néel skyrmions with ! 10
nm radii that grow with an increase of the DMI strength [see
Fig. 4(a)]. The skyrmion collapse barrier can be heightened by
either increasing the film thickness or the DMI strength [see
Fig. 4(b)]. In the low thickness regime, the decrease of the col-
lapse barrier with the film thickness is due to the dimensional
scale factor of Ad. The same phenomenon is at the origin of
the short skyrmion lifetime (≈ 1s) observed experimentally at
low temperature in ferromagnetic monolayers [1], despite a
large DMI constant [61].

We observe in Fig. 4(b) that the collapse energy barrier
of ≈ 8 nm radius skyrmions reaches 22 kBT293K, which cor-
responds to a lifetime of a few seconds, considering the
Néel-Brown model with the attempt frequency ν = 109 s− 1.
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