1. Consider the relation \( R = \{(1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (3, 1), (3, 3)\}\).

(a) Show the matrix of this relation. By direct observation of the matrix (without matrix multiplication) determine if the relation satisfies the following properties. Provide a reasoning.

Reflexive?
YES, \((1, 1), (2, 2), (3, 3)\) are all in \(R\)

Symmetric?
NO, \((3, 1) \in R\) but \((1, 3) \notin R\)

Antisymmetric?
NO, \((1, 2) \in R\) and \((2, 1) \in R\).

Transitive?
NO, \((1, 2) \in R\) and \((2, 3) \in R\), but \((1, 3) \notin R\)

Partial Order?
NO, not antisymmetric and not transitive.

Equivalence Relation?
NO, not symmetric and not transitive.

(b) Now, use matrix multiplication to decide if the relation is transitive. Explain.

\[
\begin{bmatrix}
1 & 1 & 0 \\
1 & 1 & 1 \\
1 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{bmatrix}
\]

Not Transitive:
\(A[1, 3] = 0\) and \(A^2[1, 3] = 1\)

For Transitive:
\(\forall i,j, \text{ if } A[i, j] = 0 \text{ then } A^2[i, j] = 0\)
2. Prove the following polynomial is $\Theta(n^4)$.

\[ P(n) = 5n^4 - 2n^3 - 10n^2 + 50n + 100. \]

(a) Prove $O(n^4)$:

\[ P(n) = 5n^4 - 2n^3 - 10n^2 + 50n + 100 \leq 5n^4 + 50n + 100, \quad n \geq 0 \]

\[ \leq n^4 \left( 5 + \frac{50}{n^3} + \frac{100}{n^4} \right) \]

\[ \leq n^4 \left( 5 + \frac{100}{10,000} \right) \quad n \geq 10 \]

\[ \leq 5.00 \times n^4 \quad n \geq 10 \]

(b) Prove $\Omega(n^4)$:

\[ P(n) = 5n^4 - 2n^3 - 10n^2 + 50n + 100 \geq 5n^4 - 2n^3 - 10n^2 \quad n \geq 0 \]

\[ \geq n^4 \left( 5 - \frac{2}{n} - \frac{10}{n^2} \right) \]

\[ \geq n^4 \left( 5 - 0.2 - 0.1 \right) \quad n \geq 10 \]

\[ \geq 4.7n^4 \quad n \geq 10 \]
3. The following program computes \(\log_2 n\), assuming \(n\) is an integer power of 2.

(a) Trace the working of the algorithm for \(n = 16\). (Show the values of \(m\) and \(k\) after each iteration of the while loop.)

```c
int LOG (int n){
    int m, k;
    m = n;  k = 0;
    while (m > 1)
        {m = m/2;  k = k + 1 }
    return (k)
}
```

<table>
<thead>
<tr>
<th>Trace:</th>
<th>(m)</th>
<th>(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

(b) Write a recursive version of this algorithm.

```c
int LOG (int n)
{
    if (n == 1) return 0;
    return (1 + LOG (n/2))
}
```

(c) Let \(f(n)\) be the number of division operations performed by your recursive algorithm to compute \(\log_2 n\). Write a recurrence equation for \(f(n)\). Guess the solution and prove it correct by induction.

\[
f(n) = \begin{cases} 
0, & n = 1 \\
1 + f\left(\frac{n}{2}\right), & n \geq 2
\end{cases}
\]

**Claim** (Guess)

\[f(n) = \log n\]

**Proof**:

Base, \(n = 1\):

\[f(1) = 0, \quad f(1) = \log 1 = 0; \quad \text{No base case.}\]

For any \(n \geq 2\), suppose claim is correct for \(n/2\). So,

\[f(\frac{n}{2}) = \log \frac{n}{2} = \log n - 1 \quad \text{(Hypothesis)}\]

Then,

\[f(n) = 1 + f\left(\frac{n}{2}\right) = 1 + (\log n - 1) = \log n.\]
4. Consider the following divide-and-conquer recursive algorithm. Parameter \( i \) is the starting index of array \( A \), and \( n \) is the number of elements. The initial call is \( \text{COMP}(A,0,n) \).

Boolean \( \text{COMP}(\text{int } A[\cdot], \text{int } i, \text{int } n) \) {
Boolean \( C_1, C_2 \);
1. if \( (n == 1) \) return \( \text{FALSE} \);
2. \( C_1 = \text{COMP}(A,i,[n/2]) \);
3. \( C_2 = \text{COMP}(A,i+[n/2],n-[n/2]) \);
4. return \( (C_1 \lor C_2 \lor (A[i] \neq A[i+n-1])) \);
}

(a) Figure out what the algorithm does. When does it return \( \text{TRUE?} \) Explain.

IT returns \( \text{true} \) iff there is any pair not equal.
For \( n = 1 \), return \( \text{false} \), since not unequal pair.
For \( n \geq 2 \), return \( \text{true} \) iff
(1) A pair not equal in first half, OR
(2) " " " " " " Second half, OR
(3) An element in first half \neq an element in second half

(b) Let \( f(n) \) be the number of key comparisons (in step 4) performed by this algorithm for an array of size \( n \). Consider the special case when \( n \) is a power of 2. Write a recurrence for \( f(n) \). Find the solution of the recurrence by repeated substitution.

\[
f(n) = \begin{cases} 
0, & n = 1 \\
2f\left(\frac{n}{2}\right) + 1, & n \geq 2
\end{cases}
\]

\[
f(n) = 1 + 2 + 2f\left(\frac{n}{4}\right)
= 1 + 2 + 2f\left(\frac{n}{4}\right)
= 1 + 2 + 4f\left(\frac{n}{8}\right)
= 1 + 2 + 4 + 8f\left(\frac{n}{8}\right)
\]

\[
= 1 + 2 + 4 + \cdots + 2^{k-1} + 2^k f\left(\frac{n}{2^k}\right), \quad \text{where } n = 2^k
\]

\[
f(1) = 0
\]

\[
= 2^k - 1 \quad \text{Geometric sum}
\]

\[
= n - 1
\]
5. Find the exact solution of the following linear recurrence: $F_0 = 0, F_1 = 9$, and

$$F_n = 7F_{n-1} - 10F_{n-2}, \quad n \geq 2.$$ 

Try $F_n = r^n$

Then,

$$r^n - 7r^{n-1} + 10r^{n-2} = 0$$

$$r^2 - 7r + 10 = 0$$

$$(r-5)(r-2) = 0$$

$$r_1 = 5, \quad r_2 = 2$$

So,

$$F_n = A \cdot 5^n + B \cdot 2^n$$

Use base cases to find $A, B$:

$$F_0 = A + B = 0 \quad ?$$
$$F_1 = 5A + 2B = 9 \quad \begin{cases} 
A = 3 \\
B = -3 
\end{cases}$$

Therefore,

$$F_n = 3 \cdot 5^n - 3 \cdot 2^n$$